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Introduction

The recent years have witnessed a revolution in condensed matter physics. It consisted in discovering a wealth of new phases of matter that are not distinguished by broken symmetries, but from the topology of the wave-functions describing the system [1, 2, 3]. The tremendous work from recent years has a starting point in the theoretical proposal of two-dimensional $\mathbb{Z}_2$ topological insulators (the quantum spin Hall insulators) [4, 5] and the rapid experimental discovery in HgTe/CdTe quantum wells [6]. Soon after, it was understood that the 2D quantum spin Hall insulator is but an instance of possible topological insulators and superconductors. Venerable phenomena such as the Shockley surface states [7], the topological excitations in the Su-Schrieffer-Heeger polymer chain [8], the integer quantum Hall effect [9], and many others, were all put together as pieces of a greater picture; these phenomena crucially depend on the presence of edge states that are manifestations of topological phases in a gapped bulk.

The topological insulators and superconductors share the same intriguing feature: the presence of robust edge states in the bulk gap. For example, the edge states are not removed under the action of weak disorder which does not close the bulk gap. Hence the persistence of these states cannot be attributed to the point group symmetries, which can be destroyed in the presence of disorder. In the absence of point group symmetries, one is left with at least two basic discrete symmetries: time-reversal symmetry (TRS) and charge conjugation or particle-hole symmetry (PHS). They form the basis for the classification of non-interacting gapped Hamiltonians in arbitrary dimensions [10]. This allowed to group the Hamiltonians into ten classes in each spatial dimension.

More precisely, the time-reversal and charge conjugation acting on a Hamiltonian matrix, in a basis of creation and annihilation operators, are represented by the anti-unitary operators, $\mathcal{T}$ and $\mathcal{C}$, that can square to $\pm 1$ [11]. Then, counting also the possibility that the system is not invariant under these symmetries, there are 9 possible classes. A third chiral or sublattice symmetry (SLS) is represented by a unitary operator $\mathcal{S} = \mathcal{T}\mathcal{C}$. The value of $\mathcal{S}$ is entirely determined by the behavior of $\mathcal{C}$ and $\mathcal{T}$, except in the particular case where SLS is a symmetry of the system when both TRS and PHS are broken. This case raises the number of symmetry classes to 10 [11]. The resulting classification is represented in Tab. [1].
Table 1: Classification of free fermionic gapped Hamiltonians as a function of symmetries: TRS, PHS and SLS. The dimensionality is denoted by $d$. The present thesis touches almost exclusively models belonging to the classes marked in red. (Table taken from Ref. \[13\].)

Furthermore, not all gapped ground states for a given class are identical. Five classes in every dimension have gapped ground states that are divided into topological sectors. The Hamiltonians in these classes form the topological insulators and superconductors \([12, 13, 11, 14]\). Note from Tab. 1 that they have associated a descriptor, $\mathbb{Z}$ or $\mathbb{Z}_2$. This denotes the topological invariant that describes the ground state of the system and is used throughout to identify the type of topological insulator (superconductor). The invariant counts how many distinct gapped phases are in a specific class: only two, $\mathbb{Z}_2$, or a numerable infinity of phases, $\mathbb{Z}$. Always one of the gapped phases is trivial in the sense that it can be adiabatically connected to the vacuum. Passing from a gapped phase to another requires closing the bulk gap \([12]\). Connecting two topologically distinct gapped phases of topological insulators (superconductors) creates an interface where edge states appear. This general result is called the bulk-boundary correspondence \([15, 16]\) and is the basis of the physics grown around the subject of topological insulators (superconductors). The robust edge states are a consequence of connecting ground states with different values of the topological invariant. Adding a weak perturbation that obeys the symmetries specific to a class, cannot destroy these states.

From a practical perspective the robustness of edge states constitutes a central motivation to study the topological materials. For example in 2D and 3D, the edges harbor quantized metallic states that are robust with respect to disorder and could carry current without dissipation. A prime example are the integer quantum Hall edge states. They belong to a 2D $\mathbb{Z}$ insulator in class A that is described by an integer topological invariant, the first Chern number $C$. Weak disorder does not destroy the edge states and, furthermore, they are quantized; they carry current and have a Hall conductance proportional to $C$ \([17, 18, 19]\).

There are five non-interacting topological insulators and superconductors in each
introduction

dimension. Nevertheless, not all of them have found an experimental realization. This poses a continuous challenge to condensed matter physics; from the experimental point of view, it is to find or engineer systems that will support topological phases of matter and, of course, to detect these exotic states of matter. The theoretician needs to propose possible candidates, imagine detection schemes and good quantities to measure. Furthermore, the road ahead is not entirely mapped. At the moment, it still remains to have a systematical view of the topological matter in the context of interacting systems. Already the classification schemes for free Hamiltonians need to be revised in this new light [20, 21, 22].

in this thesis

The present thesis will not dwell on the abstract matters concerning the classification of topological insulators and superconductors. It is applied entirely to non-interacting topological insulators and superconductors as the ones classified in Tab. 1. The table should be used to pinpoint the object of the present study in a more general context.

The thesis is divided into two parts. Each one will receive a more detailed introduction at its respective beginning. It suffices here to draw the main directions of research.

The first part of the thesis is focused mostly on 2D topological insulators in class A. The most famous inhabitant was already named: the integer quantum Hall effect (IQHE). Here TRS is broken through an external magnetic field. However, a different possibility exists, that was first illustrated by Haldane [23]. Theoretically the IQHE physics can arise in the absence of an external field, by adding fluxes at the scale smaller than the cell size, but which cancel overall. Thus TRS is still broken, and one could expect dissipationless current at zero magnetic field. Such a model did not have an experimental fulfillment, but was central in imagining the first $Z_2$ insulator in graphene [4]. Due to its connection to IQHE, the $Z$ insulator was named quantum anomalous Hall (QAH) insulator. The topological invariant characterizing the 2D QAH insulators remains a Chern number.

The present study focuses mostly on minimal two-band models of QAH insulators and investigates the conditions for the production of bands with high Chern number. The nontrivial aspect of the research is that the high Chern number is not obtained by multiplying the bands, but by creating a single band with a high Chern number. This is reflected as usual in a multiplication of the edge channels.

Chap. 1 is concerned entirely with the bulk characterization of QAH insulators in a tight-binding formulation. It is shown how one can simplify the treatment of these models to the study of systems with Dirac points. Subsequently, producing higher Chern number reduces in this case to the requirement that the nodes in the dispersion for gapless models are multiplied through addition of hopping terms between distant sites. The theory is first put to test in the context of an endogenous artificial model with five Chern phases, and, secondly, by modifying the QAH Haldane model.

Chap. 2 contends mostly with numerical and analytical solutions for edge-state wave
functions in a model with Chern $|C| = 2$. Moreover, a few extensions to four-band models are analyzed using the methods developed in the previous chapter, and their topological phase diagram is determined.

The second part of the thesis is centered around the study of Majorana fermions in a spin-orbit coupled semiconducting wire in the proximity of an $s$-wave superconductor \cite{24,25}. This physical system realizes a one-dimensional topological superconductor in class D (see Tab. 1) that supports particular edge states: the Majorana fermions. An introduction to these fascinating (quasi)particles is offered in Chap. 3.

In Chap. 4 the system is reconsidered in the presence of Dresselhaus spin-orbit interaction. It is shown that the spin of the electronic degrees of freedom of the zero-energy edge modes responds to ratio between the Rashba and Dresselhaus spin-orbit coupling. There is an opposite spin-polarization of the edge modes, in a direction transverse to a magnetic field, which could be accessible through tunneling spectroscopy. The following chapter (5) considers hybrid structures of the types: superconductor-normal and superconductor-normal metal-superconductor built upon the aforementioned system. Furthermore, it investigates ring geometries, under the action of a uniform superconducting phase gradient, which in certain condition can be mapped to a SNS heterostructure. The central interest lies in the extended nature of Majorana fermions that develop in the normal part of the heterostructures.

Finally, Chap. 6 changes gears and touches upon Majorana fermions in a two-band tight-binding BDI class superconductor. The interest lies in the fact that the system is described by a $\mathbb{Z}$ topological invariant and supports several Majorana fermions at its edge (see Tab. 1). It is important to note the connection with the $\mathbb{Z}$ insulators treated in the first part. The same mechanism, i.e. addition of coupling terms between distant sites, is responsible for creating multiple zero modes. Conclusion and possible perspectives are contained in the final chapter.
Part I

Topological insulators
Chapter 1

Quantum anomalous Hall phases in a two-dimensional Chern insulator

1.1 Introduction

The quantum spin Hall (QSH) insulator that debuted the recent excitement in the field of topological insulators (and superconductors) [1, 2, 3] has one important precursor which is the subject of the first part of this thesis. It is the quantum anomalous Hall (QAH) insulator that received a first theoretical realization in the work of Haldane [23]. It is a $\mathbb{Z}$ insulator that has chiral edge states similar to those of integer quantum Hall effect (IQHE) with the crucial difference that they exist in zero magnetic field. A QAH insulator in two dimensions exists only in class A, which lacks TRS, PHS or the sublattice symmetry (see Tab. [1]). It will be also referred in the following as a Chern insulator due to the fact that it is described by a Chern topological invariant $\mathcal{C}$. Because it requires no particular discrete symmetry, one expects that edge state of this system are extremely robust, similarly to the ones in IQHE [9]. Furthermore, it acquires a quantized Hall conductivity proportional to the Chern index, $\sigma_H = \mathcal{C} \times e^2/h$.

The Haldane tight-binding model is treated in more detail in Sec. 1.4. It suffices to say that it describes spinless electrons and the TRS is broken through currents induced at a scale smaller that the cell size. More generally, in a spinful system such physics could be caused by magnetic ordering in the presence of spin-orbit interaction [23, 26]. Theoretical proposals to realize QAH invoke effects of disorder in metallic ferromagnets [26] or magnetic doping of QSH insulators [27]. However, to this moment, there is no indisputable physical realization of the QAH insulator, and only recently experimentalists claim detection in magnetic topological insulators [28]. By contrast, the QSH effect was ostensibly investigated in HgTe/CdTe quantum wells [6]. The birth of the QSH insulator is related to the insight that combining a QAH insulator with its time reversal copy produces a time-reversal invariant (TRI) $\mathbb{Z}_2$ insulator that can have spin-polarized chiral edge states [4].
1.2 Bulk characterization of a Chern insulator

The question that drives the first part of the thesis is how to determine efficiently the topological invariant for the case of a two-band non-interacting Chern insulator (see Sec. 1.2). Moreover, how can one multiply the topological phases in the system while keeping only two bands? Equivalently, how can there be a single band with a large Chern number? Note that without the two-band constraint, the answer must follow the same lines of the IQHE; the number of edge channels is multiplied by having more bands, each contributing with at most one Chern unit [29, 30]. The search for bands with high Chern numbers in QAH insulators has recently intersected with the study of flat band topological models in which it is expected to encounter fractional quantum Hall effect [31, 32, 33]. In this context, the search for high Chern numbers was motivated by the need to discover physics above the lowest Landau level [34, 35, 36, 37].

The short general answer that is elaborated in the present thesis claims: a single band can increase its Chern number by adding distant-site hoppings in the system [38]. (The same question was answered in the context of flat-band topological models by showing that a multi-band system can be projected to a two-band model with effective distant-neighbor hoppings [37].) In particular, these questions are given a more concrete answer by building a model with five Chern phases in Sec. 1.3 and by creating high Chern phases in the Haldane model in Sec. 1.4. This question can be seen as a bridge to the second part of the thesis, where couplings between distant sites can produce several Majorana modes at a single edge. There the time-reversal and chiral symmetries ensure that they do not hybridize to form regular electronic states (see Chap. 6). The second chapter treats mostly the edge physics in a model QAH insulator. There the question is how to determine analytically and numerically the edge states in a model with $|\mathcal{C}| = 2$. Finally, the chapter contains two extensions that show ways in which the analytical determination of the Chern number can be used in cases of four-band models. Sec. 2.3 treats a four-band TRI $Z_2$ model. Here the edge states from $|\mathcal{C}| = 2$ are gapped by TRI one-particle perturbation. In Sec. 2.4 the Chern number is used to predict new metallic states that appear in a “striped” topological insulator.

1.2 Bulk characterization of a Chern insulator

1.2.1 Topological invariant

Chern number for a class A insulator in 2D

This subsection contains a description of the topological invariant that characterizes a two-dimensional $\mathbb{Z}$ topological insulator in class A. This insulating system has no chiral symmetry or any of the anti-unitary symmetries: TRS and PHS. Subsequently it is characterized by a Chern number. The main argument advanced here is that the topological invariant can receive a discrete formulation that allows to draw a direct parallel with the physics of Dirac fermions. The discrete formulation of the topological invariant has the added interest that gives an efficient way to compute and discriminate the topologically
insulating phases of a two-band insulators.

The tight-binding Hamiltonian for a free fermion theory is written in a site basis

$$ H = \sum_i \varepsilon_i |i\rangle\langle i| + \sum_{ij} t_{ij} |i\rangle\langle j|. \quad (1.1) $$

The on-site energy is given by \( \varepsilon_i \) and the hopping integrals between different neighbor sites are given by \( t_{ij} \). In the following, only systems without disorder are considered. Therefore the system is invariant under a translation with a Bravais lattice vector. A Fourier transform allows to express the Hamiltonian in reciprocal space

$$ H = \sum_{k \in \text{BZ}} H(k) |k\rangle\langle k|, \quad (1.2) $$

where \( |k\rangle \) are Bloch states. Because there are no anti-unitary symmetries imposed, the Hamiltonian \( \mathcal{H} \) is generally a matrix in \( \text{Herm}(n) \), the set of \( n \times n \) Hermitian matrices with complex coefficients. There are \( n \) bands that can be due to the presence of different orbitals per site and nonequivalent atoms in a unit cell. Note that the variable \( k \) is continuous and the Brillouin zone is a manifold, a torus \( T^2 \). To each point in the BZ, \( \mathcal{H}(k) \) associates a value, and therefore it is a mapping from the torus to the parameter space of \( \mathcal{H} \)

$$ \mathcal{H} : T^2 \rightarrow \text{Herm}(n). \quad (1.3) $$

Topology enters the discussion with the following question: when are two Hamiltonians \( \mathcal{H} \) equivalent? They are equivalent if the functions can be smoothly deformed into each other. From a topological point of view they are homotopically equivalent.

The Chern number indexes the classes of homotopically equivalent functions \( \mathcal{H} \). For the multiband system it can be defined using the notion of projector on the occupied bands. If there is a gap between the valence and conduction band, then the phases are indexed by

$$ C = \frac{i}{2\pi} \int_{\text{BZ}} \text{Tr}(dP \wedge PdP), \quad (1.4) $$

where \( P \) is the projector on the occupied bands \[59\].

A non-zero Chern number can be understood as an obstruction to a global gauge choice for the wave function on the BZ. Physically this phenomenon is directly related to the quantization of the Hall conductivity \( \sigma_H = C \times e^2/h \), where \( C \) corresponds to the number of edge states \[17\],[40\].

In the following, the focus is almost entirely on two-band band translation invariant Hamiltonians (\( n = 2 \)). Hence the momentum space Hamiltonian can generally be decomposed in a basis of Pauli matrices

$$ \mathcal{H} = \sum_{\mu=0}^{3} h_{\mu}(k) \cdot \sigma_{\mu}. \quad (1.5) $$
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The $\sigma$ Pauli matrices are not given a physical interpretation for the moment. They might refer to a space of two orbitals on a site or two nonequivalent sites in the unit cell. The term $h_0\sigma_0$ just shifts identically the energy bands and does not modify the topology of the Hamiltonian. It is neglected in the following, and therefore the Hamiltonian reads

$$\mathcal{H}(\mathbf{k}) = \mathbf{h}(\mathbf{k}) \cdot \sigma.$$ (1.6)

This form is reminiscent of a Zeeman Hamiltonian for a spin 1/2 particle in a magnetic field, except that the “field” $\mathbf{h}(\mathbf{k})$ is defined in momentum space. There are two energy bands given by

$$E_{\pm} = \pm|\mathbf{h}|.$$ (1.7)

For an insulating system, there is always a gap between the bands. Therefore the three vector components of $\mathbf{h}(\mathbf{k})$ never vanish simultaneously, when $\mathbf{k}$ varies in the BZ. Then it follows that the unit vector Hamiltonian $\hat{\mathbf{h}}$

$$\hat{\mathbf{h}} = \mathbf{h}/|\mathbf{h}|$$ (1.8)

is well defined. Under the simplification of having only two bands, the Chern number will index phases of $\hat{\mathbf{h}}$

$$\hat{\mathbf{h}} : T^2 \to S^2,$$ (1.9)

from the BZ to the Bloch sphere. The bands of $\hat{\mathbf{h}}$ correspond to a flattening of the bands pertaining to the original Hamiltonian. This adiabatic flattening preserves the gap and thus preserves the topology for the Hamiltonian $\mathcal{H}$. This observation amounts to say that the target space of $\mathbf{h}$, i.e. $\mathbb{R}\backslash\{(0, 0, 0)\}$, is homotopic equivalent to $S^2$. Then $\hat{\mathbf{h}}$ can be thought of as a composition $\hat{\mathbf{h}} = \text{proj} \circ \mathbf{h}$, where

$$\text{proj} : \mathbb{R}^3\backslash\{(0, 0, 0)\} \to S^2$$ (1.10)

is the central projection to the unit sphere.

All functions $\hat{\mathbf{h}}$ that can be smoothly transformed into each other, while preserving the spectral gap, form a homotopy class. In $\mathbb{Z}$ insulators there is an integer index distinguishing the different phases (i.e. the different homotopy classes) of $\hat{\mathbf{h}}$, the Chern number $C$. A different way to express this idea is to say that the homotopy group of the mapping $\hat{\mathbf{h}}$ is the group of integers $\mathbb{Z}$. Without elaborating on these issues that go beyond the scope of the present section, it is noteworthy to point out that Chern numbers index mappings between d-spheres, here $S^2 \to S^2$, and the homotopy group is $\pi(S^d, S^d) \equiv \pi_d(S^d) = \mathbb{Z}$. However, the homotopy group of the torus is equivalent to that of the sphere,

$$\pi(T^2, S^2) = \pi_2(S^2) = \mathbb{Z}.$$ (1.11)
Then TKNN numbers used to index the integer Hall phases \[17, 41\] are indeed Chern numbers \[42\].

These considerations extend to the case of the \(n\)-band systems with nondegenerate bands where the topological invariant is given by a vector of Chern number of dimension \(n - 1\)

\[
\pi_2(\text{Herm}(n)) = \bigoplus_{i=1}^{n-1} \mathbb{Z}.
\] (1.12)

Each band has an associated invariant, such that the sum of Chern numbers for the entire system is zero. The \(n - 1\) dimension of the vector follows because the invariant for any one of the bands is entirely determined by the sum of the other invariants \[42\].

**Chern number as a finite sum**

Let us come back to the two-band case in order to find a workable formula for the topological invariant. The projector on the occupied band in terms of \(\mathbf{h}\) reads

\[
P = \frac{1}{2}(\sigma_0 - \mathbf{h} \cdot \sigma).
\] (1.13)

The substitution of \(P\) in Eq. (1.4) yields immediately the expression for the first Chern number for the occupied band

\[
C = \frac{1}{4\pi} \int_{BZ} d^2k \mathbf{h} \cdot (\partial_{k_x} \mathbf{h} \times \partial_{k_y} \mathbf{h}).
\] (1.14)

The above formula shows that the Chern number is a winding number that counts how many times does the surface traced by \(\mathbf{h}\) wrap around the origin \((0, 0, 0)\) when \(k\) varies in the BZ \[43\]. The only practical difficulty in determining the Chern number lies in performing the integration in Eq. (1.14). The main point of this section is that \(C\) can be computed using a discrete summation by determining directly the Brouwer degree of the map \(\mathbf{h}\) \[44, 45\] (defined below).

The condition to calculate the degree of \(\mathbf{h}\) are met: \(T^2\) and \(S^2\) are orientable manifolds without boundary and have the same dimension, \(T^2\) is compact and \(S^2\) is connected. In the general case, for a point \(\mathbf{k}\) in \(T^2\) one defines the derivative map between tangent vector spaces

\[
d\mathbf{h}(\mathbf{k}) : T_kT^2 \to T_zS^2.
\] (1.15)

Let \(\text{sgn} \; d\mathbf{h}(\mathbf{k})\) stand for the sign of the corresponding Jacobian at \(\mathbf{k}\). Then Chern number \(C\) is equal to the Brouwer degree of \(\mathbf{h}\) at a regular point \(z\) on the unit sphere

\[
C = \sum_{\mathbf{k} \in \mathbf{h}^{-1}(z)} \text{sgn} \; d\mathbf{h}(\mathbf{k}).
\] (1.16)
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The Chern number can be computed also in terms of $h$ in the following way. For convenience, let $M$ denote the image of the BZ through $h$

$$h(T^3) = M \subset \mathbb{R}^3 \setminus \{(0, 0, 0)\}. \tag{1.17}$$

Consider the set $Y = M \cap \text{proj}^{-1}(z)$. Then one has

$$C = \sum_{y \in Y} \sum_{k \in h^{-1}(y)} \text{sgn}[(\partial_k x h \times \partial_k y h) \cdot n], \tag{1.18}$$

where the $n$ is the unit vector towards $z$. This expression is just the generalization of the calculation of the winding number for a closed curve in 2D wrapping around a point $p \ [45, 46]$.

The formula in Eq. (1.18) can be further simplified by an appropriate choice of the point $z$. The central projection $\text{proj}$ maps any intersection point between $M$ and a ray originating at $(0, 0, 0)$ to $z$. If this ray does not cross the surface $M$ traced by $h$, then it follows that the surface does not wrap around the origin and the Chern number is zero. For a point $z$ on $S^2$, one can immediately obtain a set of points on $M$ that project to $z$ through $\text{proj}$. Since the expression (1.18) does not depend on $z$, the choice of the latter can be guided by convenience. For instance, one can consider $z$ lying at a coordinate axis. Let us choose for example the $\sigma_3$-axis which intersects $M$ in a set of points. This is equivalent to say that the components on the other axes are zero. Said differently, the intersection of $M$ with the $\sigma_3$-axis are images of the band touchings originating from the simplified Hamiltonian $\sigma_1 h_1 + \sigma_2 h_2$. Consequently, instead of integrating over the entire BZ, one only needs to consider the band touchings of the simplified Hamiltonian. Note that if $h_3$ is also zero at these points, then the system is not in a gapped phase.

It only remains to account for the orientation of the surface at the intersection points with $\sigma_3$-axis. This can be done by studying the projection of the surface normal vector on the $\sigma_3$-axis $(\partial_k x h \times \partial_k y h)_3$. When $h_3 > 0$, assume that the orientation is $(+1)$ when the sign of the projection is positive and, $(-1)$, when the sign is negative; the converse is true when $h_3 < 0$. Then finding the Chern number amounts to a computation of a finite sum. Since the entire $\sigma_3$-axis was considered, instead of a ray, the sum yields twice the value of the Chern number.

The above argument can be generalized and summarized in the following formula for Chern numbers describing 2-band systems

$$C = \frac{1}{2} \sum_{\mathbf{k} \in D} \text{sgn}((\partial_k x h \times \partial_k y h)_i) \text{sgn}(h_i). \tag{1.19}$$

where $i$ is an arbitrary axis chosen in (pseudo-)spin space. Therefore the integral over momenta $\mathbf{k}$ in the BZ becomes a finite sum over $\mathbf{k}$ in the set of Dirac points $D$, for Hamiltonians $H[h_i = 0]$ (where $H$ is the original Hamiltonian $h \cdot \sigma$). Note that division by two is required because the entire axis was considered, instead of a ray originating in $(0, 0, 0)$. 
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Fig. 1.1: An example of a discrete calculation of a Chern number. The topological invariant is calculated at single point $z$ on the Bloch sphere. Here it has two preimage points on the BZ, $P_1$ and $P_2$. Under $\hat{h}$, a basis at $P_2$ changes orientation when going to $z$. Then at $z$ there are two topological charges canceling to give a zero Chern number.

Discussion

The topological invariant for an insulating system was connected to a simpler analysis for gapless two-band system that possess Dirac points. Once the Dirac points were identified, it is immediate to compute their chirality

$$\chi_i(\kappa) = \text{sgn}[(\partial_{k_x} h \times \partial_{k_y} h)_i]|_{\kappa}. \quad (1.20)$$

The quantity $\chi$ indicates if the Berry phase gained by the wave function around the Dirac point is $\pm \pi$. Subsequently the system is gapped by $h_i$, which is the so called mass term. Then mass sign $h_i$ and the chirality $\chi_i$ are sufficient to determine the Chern number $C$ which indexes the insulating phase of the Hamiltonian. Note that due to the general arguments made above, there is no intrinsic meaning for the mass term and any component of $h$ can play the mass role.

There is an important caveat to the above formula that needs to be addressed: it is not always true that preimage points for the intersections of axis with the Bloch sphere are Dirac points for the gapless systems. They can correspond to nonlinear band touchings such that the sign of the Jacobian at the band touching $\kappa$ is not defined. This situation arises when the band touching is due to a merging of Dirac points. Then the first derivatives of $h$ vanish, leading to $\chi = \text{sgn}[0]$. Note that these cases correspond to a folding of the manifold $\mathcal{M}$ exactly on the spin axes (see Fig. 1.2). However the Eq. (1.19) remains useful. The first solution to maintaining its pertinence, is to choose a different axis in order to avoid the diabolical points where $\mathcal{M}$ folds. The second solution, which is illustrated in Sec. 1.4, consists in determining $C$ from an analysis of chiralities pertaining to converging Dirac points. The idea rests on the fact that the merging solutions requires tuning the convergence of multiple Dirac points and it is generally unstable to perturbations. Then a small perturbation in the parameters of the Hamiltonian (a perturbation that does not cause a topological transition) splits the merging point into a set
1.2 Bulk characterization of a Chern insulator

Fig. 1.2: Examples of situations that arises when computing the Chern number $C$ as a finite sum. Here the privileged axis is $\sigma_3$ and therefore $h_1\sigma_1 + h_2\sigma_2$ is a gapless Hamiltonian. The surface traced by the full $h$, $M$, has a fold at $\sigma_3$-axis, such that the preimage of $z$ gives a band touching with quadratic dispersion for the gapless model. This is an example of a diabolical point on the Bloch sphere that must be avoided in order to determine the insulating phases of the full model, using Eq. (1.19). At the other pole, there is the usual case of a well-behaved point $w$, that has a Dirac point as a preimage. When there are only Dirac points as preimages of $z$ and $w$, the topological invariant is resolved as a sum over their chiralities using the finite sum formula.

of Dirac points. Furthermore, it was shown that the topological charge associated to a band touching with higher dispersion is conserved and equals the sum over the chiralities of the Dirac points $^{47,48}$. Then the diabolical points can be treated as limit cases for the same system close to the merging point and with multiple Dirac fermions.

Let us suppose for the moment that the privileged axis is $\sigma_3$ and the poles have only Dirac points as preimages in BZ. There are a few interesting consequences that ensue.

The sum over the chiralities of Dirac points is always zero. This is seen by adding a large constant mass term such that there is zero Chern number. Equivalently the Bloch sphere is translated on the $\sigma_3$ axis such that the origin $\{0,0,0\}$ is no longer included in the sphere. Then the sign of the mass can be factored out, and under the constraint $C = 0$, the sum over chiralities must yield zero.

Also note that in order to get a nonzero Chern number, the mass term must change its sign at least once. This gives a meaning to the requirement of “inverted gap” in order to have nontrivial phases.
There is an equal number of Dirac fermions with \( \chi = 1 \) as those with \( \chi = -1 \), because the sum over chiralities is zero. It follows that there is always an even number of Dirac fermions. This affirmation agrees with the predicted doubling of fermions on a lattice \(^{49}\). However, an odd number of Dirac fermions are permitted when the full Hamiltonian \( h \) is considered. This is the case at an interface between two \( \mathbb{Z} \) insulators where the Chern number changes by an odd integer.

Finally, for a given model there is always a limit to the largest possible Chern phase and it manifestly depends on the minimum number of Dirac points. Let us suppose that the number is \( 2n \) because there is an even number of Dirac fermions \( (n \in \mathbb{Z}) \). Then the largest Chern number phase has \( |C| = n \) and it corresponds to gapping all Dirac fermions with a mass term that changes sign between the Dirac points. More precisely, the product between the chirality of a Dirac fermions and the sign of the mass that gaps must remain constant. This observation opens the road to the present chapter that essentially explores the notion of creating large Chern topological phases in model \( \mathbb{Z} \) insulators in class A.

1.2.2 Examples

The efficiency of Eq. (1.19) to discriminate the topological phases is exemplified here on a couple of popular models of topological insulators: the Haldane model \(^{23}\) and the Bernevig-Hughes-Zhang \(^{5}\) (BHZ) “spin up” Hamiltonian for the HgTe/CdTe quantum wells. They will be treated at a formal level, only as an illustration of the technique.

Haldane model

Let us start by considering the paradigmatic Haldane model \(^{23}\). A more detailed analysis is undertaken in Sec. 1.4. Here suffices to observe that it can be seen as a modification on the graphene tight-binding system. The latter lives on a hexagonal lattice built out of two inter-penetrating triangular sub-lattices with A and B atoms. It is usually approximated as having only nearest-neighbor (NN) electron hopping with the hopping integral \( t_1 \). The Haldane model contains also next-nearest-neighbor (NNN) hopping \( t_2 \), such that when the hopping is performed clockwise in the unit cell the electron gains a phase \( \phi \). However, the overall phase on the unit cell is zero; there is no net magnetic flux. Let the vectors \( (a_1, a_2, a_3) \) describe the displacements from B atoms to NN A atoms and \( b_i = \frac{1}{2} \epsilon_{ijk} (a_j - a_k) \) vectors relating NNN sites (see Fig. 1.3). The time-reversal symmetry and particle-hole symmetry is broken by the presence of the flux \( \phi \). It also has an on-site energy \( \pm M \) that has a sign alternating between the A and B sites. This term destroys the chiral symmetry of the lattice and therefore according to the classification of non-interacting, gapped, fermion systems, the Haldane model has insulating phases described by a Chern number.
1.2 Bulk characterization of a Chern insulator

The Bloch Hamiltonian reads

\[
H(k) = \sum_{i=1}^{3} \left\{ 2t_2 \cos(\phi) \cos(k \cdot b_i)\sigma_0 + t_1[\cos(k \cdot a_i)\sigma_1 + \sin(k \cdot a_i)\sigma_2] \right. \\
+ \left. \left[ \frac{M}{3} - 2t_2 \sin(\phi) \sin(k \cdot b_i) \right] \sigma_3 \right\}.
\]

The term \(\sigma_3 h_3\) is chosen as the mass term, and therefore the gapless submodel is the graphene Hamiltonian \((M \to 0\) and \(t_2 \to 0\)). The Dirac points in graphene are positioned at time-reversed points \(K\) and \(K' = -K\) on BZ, where \(K = \left(\frac{4\pi}{3\sqrt{3}}, 0\right)\). The chirality of the Dirac points is readily determined from Eq. (1.20)

\[
\chi(\pm K) = \pm 1. \tag{1.22}
\]

In order to calculate the Chern number, one must also consider the mass sign at the Dirac points, \(M_\pm := h_3(\pm K)\),

\[
M_\pm = M \mp 3\sqrt{3}t_2 \sin(\phi). \tag{1.23}
\]

Therefore, using Eq. (1.19) one recovers Haldane result for the Chern number

\[
C = \frac{1}{2}(\text{sgn}M_- - \text{sgn}M_+). \tag{1.24}
\]

The transition from a topological insulator to a normal insulator is marked by a semi-metal state, where the gap closes at least at one Dirac point when \(M = \pm 3\sqrt{3}t_2 \sin(\phi)\). In the normal insulating phase Dirac points have identical associated mass sign, such that \(C\) vanishes.

**BHZ model**

The Chern number calculation can be exemplified in the case of the recently discovered \(\mathbb{Z}_2\) insulators such as the 2D HgTe/CdTe quantum wells [5]. The low energy Bloch Hamiltonian is written in a basis of four states \(|E_1, m_J = 1/2\rangle, |H_1, m_J = 3/2\rangle, |E_1, m_J = -1/2\rangle, |H_1, m_J = -3/2\rangle\) and it has the form

\[
\tilde{H} = \begin{pmatrix}
H(k) & 0 \\
0 & H^*(-k)
\end{pmatrix}.
\]

(1.25)
The system respects time reversal symmetry and realizes a $\mathbb{Z}_2$ topological insulator. However it is assembled out of two Chern insulators: $H(k)$ and its time reversed copy, indexed by $C$ and $-C$. If there are no interblock matrix elements, the topological invariant can be determined as a spin Chern number, expressed as $C \mod 2^5$.

Therefore it is enough to pick one Chern insulator, and illustrate the computation of $C[H(k)]$.

$$H(k) = A \sin(k_x)\sigma_1 + A \sin(k_y)\sigma_2 + [M - 2B(2 - \cos(k_x) - \cos(k_y))]\sigma_3,$$

where $A, B, M$ are material parameters. Let us consider again the surface traced by $h$ and choose $\sigma_3$ as a special axis. The points where the $\sigma_3$-axis pierces the surface are given by the condition that $h_1$ and $h_2$ vanish simultaneously. That determines four “Dirac points” $(q_x, q_y) \in \{(0,0), (0,\pi), (\pi, 0), (\pi, \pi)\}$.

The chirality of each Dirac point is given by Eq. (1.20)

$$\chi(q) = \text{sgn} [\cos(q_x) \cos(q_y)]$$

evaluated at all Dirac points. The mass term $h_3$ has the following expression at the Dirac points, $h_3(0,0) = M, h_3(0,\pi) = h_3(\pi, 0) = M - 2B$ and $h_3(\pi, \pi) = M - 4B$.

The Chern number can then be easily computed for different values of $M$ and $B$ by summing over the Dirac points. The results for the case $B > 0$ are summarized in Table 1.1.

From Tab. 1.1 it follows that as $M$ varies between 0 and $8B$, the Chern insulator $H(k)$ exhibits two topologically nontrivial phases with $C = \pm 1$. When $M$ is outside the $(0, 8B)$ region there is only a trivial insulator phase. Therefore nontrivial Chern phases will yield also nontrivial $\mathbb{Z}_2$ (QSH) phases.
1.3 Model building of a topological insulator with large Chern phases

1.3.1 General discussion

The objective of the present section is to explore in more detail the question of how to imagine two-band topological insulators with high Chern number. It is argued that understanding the topological invariant as a finite sum in addition to the symmetry constraints is sufficient to produce Hamiltonians with large Chern phases. In particular, following theoretical considerations, a simple model which can be tuned through five insulating phases, \( C \in \{0, \pm 1, \pm 2\} \) is produced step by step.

Note that when more than two bands are allowed, high Chern phases can ensue readily by having each occupied band contributing to the overall conductance. This is indeed the case of the integer quantum Hall effect where each of the occupied Landau level augments by an unit the Hall conductance. However the question posed here is how to create a single band with a high Chern number. Arguably, there is a gain in theoretical control of this situation, with all the insulating phases determined analytically.

The answer to the central question was already mentioned briefly in the previous section. It comes down to the way a \( \mathbb{Z} \) insulator was understood by decomposing it into a gapless model with Dirac fermions and a mass term that gaps them [38].

For a system with translation symmetry, the application of Bloch theorem allows to write a general Hamiltonian in \( k \)-space

\[
H = \mathbf{h} \cdot \sigma, 
\]

(1.28)

where the identity \( h_0 \sigma_0 \) was dropped out because it does not weigh on the topological properties of the model. The Pauli matrices represent a pseudo-spin degree of freedom due to the presence of two orbitals on a site or two sites in the unit cell.

To fix ideas, the \( h_3(k) \sigma_3 \) is chosen as the mass term throughout the section. Hence the gapless model \( H_{12} \) reads

\[
H_{12} = h_1(k) \sigma_1 + h_2(k) \sigma_2. 
\]

(1.29)

The Chern number from Eq. (1.19) reads

\[
C = \frac{1}{2} \sum_{\mathbf{k} \in \text{ker} H_{12}} \text{sgn}(\partial_{k_x} h \times \partial_{k_y} h)_{\mathbf{3}} \text{sgn}(h_3). 
\]

(1.30)

The kernel of \( H_{12} \) contains all the values of \( k \) for which \( h_1 \) and \( h_2 \) vanish simultaneously. They are band touchings of the the gapless model \( H_{12} \) and, in general, they are Dirac points with chirality given by \( \chi = \text{sgn}(\partial_{k_x} h \times \partial_{k_y} h)_{\mathbf{3}} \).

Then a necessary condition to obtain a Chern insulator with large Chern phases is to create multiple Dirac points. The largest Chern phase can be obtained by tuning a
mass term such that the product of the chirality and the gapping term is constant for all Dirac points. Therefore, if there are $2n$ Dirac points the largest Chern number is $n$.

Because $h$ is periodic on BZ, the components $h_i$ can be Fourier analyzed to give

$$h_i(k) = c^{(i)}_{00} + \sum_{m,n} c^{(i)}_{m,n} \cos(k \cdot (ma_1 + na_2)) + \sum_{m,n} s^{(i)}_{m,n} \sin(k \cdot (ma_1 + na_2)), \quad (1.31)$$

where $m$ and $n$ are integers and never both equal to zero. The vectors $a_1$ and $a_2$ are the Bravais lattice vectors. Adding coefficients $s$ and $c$ corresponds to adding hopping terms between orbitals. Then multiplying the Dirac points for $H_{12}$ requires producing distant-neighbor hopping terms which contain sinusoidal components that oscillate faster and faster as $m$ and $n$ grow. That results in an energy dispersion which acquires more nodes when distant-neighbor hoppings are included.

The requirement of distant-neighbor hopping terms to produce large Chern phases poses a problem from a physical point of view. The wave functions in the tight-binding model are localized and presence of distant-neighbor interaction can be usually neglected. However it was already shown that low-energy models of multi-band system can be mapped to two-band systems with large Chern number \[37\]. Regardless of the physical realization, the inclusion of higher harmonics (or distant-neighbor hopping terms) is the unavoidable requirement to producing a large topological invariant.

To complete the discussion it is necessary to examine the symmetries, or lack thereof, for the $\mathbb{Z}$ topological insulator in two dimensions. In order to have a Chern insulator in class A it is necessary to break the time reversal, the particle-hole and the chiral (or sublattice) symmetries (see Tab. 1).

The symmetries can impose general constraints on the components of $h$ to the effect of a vanishing Chern number. For example, the TRS and the PHS are represented by anti-unitary operators that will relate opposite momenta on the BZ. Therefore they will impose parity constraints on the components of $h$. A rule of thumb to eliminate these symmetries is to mix odd and even functions in an arbitrary component of $h$. The sublattice symmetry is represented by an unitary Hermitian operator $S$ and it is broken by adding hopping terms between the equivalent sites (orbitals). This corresponds to destroying the bipartite nature of the system \[51\].

Let us elaborate on the example of the TRS. For spinless electron models considered here, the time-reversal operator does not act on orbital or site space an hence it is simply the complex conjugation $K$ required to reverse the momentum direction. Demanding time-reversal invariance and Hermiticity yields

$$h_1(k) = h_1(-k),$$
$$h_2(k) = -h_2(-k),$$
$$h_3(k) = h_3(-k). \quad (1.32)$$

Hence in a TRI system the Chern number vanishes because the integrand in equation (1.14) is an odd function of $k$,

$$\hat{h} \cdot (\partial_k \hat{h} \times \partial_{\hat{k}} \hat{h}) = 0. \quad (1.33)$$
Generally, if a symmetry imposes that either exactly one of the components of $\mathbf{h}$ is an odd function, or that all components are odd, then the Chern vanishes under the same argument as above. The PHS will not be of concern in the following because by construction there are no superconducting pairing terms.

### 1.3.2 A model with five Chern phases

The objective is to create a toy model of a spinless Chern insulator with $|\mathcal{C}| = 2$. It is shown here that the model can be created with at most nearest-neighbor hopping terms. Such a model serves as a proof of principle for the form of an insulator with a large Chern number and it will be of use later, when the interest shifts to the investigation of edge solutions in a $Z$ insulator.

First a gapless model with four Dirac points is proposed as a prerequisite. Secondly, the Dirac points are gapped by a mass term that can be locally tuned so that the Hamiltonian passes through all possible Chern phases $\{0, \pm 1, \pm 2\}$. The geometrical engineering of the insulators takes place in momentum space. At the end of the section, a real-space implementation of the model on a triangular lattice is discussed.

#### Topological phases for momentum space Hamiltonian

Let us start with the gapless model that serves as a template for the construction of the insulator. To have $|\mathcal{C}| = 2$, it is necessary to have four Dirac points. One of the most simple model has only NN hopping ($m < 1$ or $n < 1$) in the Fourier series (1.31).

Choosing even functions $h_1$ and $h_2$, it follows that

$$H_{12} = h_1(\mathbf{k})\sigma_1 + h_2(\mathbf{k})\sigma_2$$

$$= 2t_1[\cos(k_x)\sigma_1 + \cos(k_y)\sigma_2].$$

(1.34)

The energy dispersion reads

$$E = \pm 2t_1 \sqrt{\cos^2(k_x) + \cos^2(k_y)},$$

(1.35)

with four Dirac points at $\mathbf{q} = (\pm \pi/2, \pm \pi/2)$.

Note that to have time reversal invariance in a spinless model, $h_2$ must be an odd function. Hence the choice $\cos(k_y)$ ensures that the TRS is broken.

The chirality corresponding to Dirac points is given by the sign of the Jacobian

$$\chi(\mathbf{q}) = \text{sgn}[\sin(q_x) \sin(q_y)].$$

(1.36)

This determines the chirality $\chi$ of the four Dirac points as summarized in Tab. 1.2.

Note that the points at $\mathbf{q}$ and $-\mathbf{q}$ have the same chirality. They will be referred in the following as a pair of Dirac points.

To obtain a Chern insulator one needs to add a mass term. As one can see from Eq. (1.30), the Chern index depends on both the chiralities of the Dirac points and the sign
of the mass term in their vicinity. Let us add a mass term of the form $h_3(q)\sigma_3$. Since $h_3$ is a periodic function on the BZ, in the general case, its zeros form a set of closed lines on the two-dimensional torus. The first condition in order to gap the initial system is that these lines must not pass through the Dirac points. Thus the lines of zeros delimit regions, $R_1$ and $R_2$, where the mass term has the same sign. For a proper choice of the gap term, it is somewhat simpler to see the problem from a geometrical point of view. In order to maximize $|C|$, one needs that the lines of zeros separate the pairs of Dirac points such that a pair of points of a given chirality are contained in a region of positive mass, while pair of points of opposite chirality are contained in a region of negative mass region. In short, each pair of Dirac points are placed in regions where the mass term has different values. On the contrary, if a pair of Dirac points is “broken” (such that one is in region $R_1$ and the other in region $R_2$), then the topological charges will cancel out as can be directly inferred from Eq. (1.30).

Let us first realize topological phases with $C = \pm 2$, where each pair of Dirac points is in a different region $R$. The chirality is an even function; hence keeping the product of chirality and mass sign constant is accomplished by an even function $h_3$. A simple solution is the periodic function

$$h_3 \propto \cos(k_x + k_y)$$

with lines of zeros given by $k_y = -k_x + \frac{2n+1}{2}\pi$. The regions $R_1$ and $R_2$ for this term are represented in Fig. 1.4(a). The mass term is negative in region $R_1$ and positive in region $R_2$. The lowest Chern number $C = -2$ is obtained for this model. Let us consider that the term corresponds to a hopping term with an amplitude $t_2$. Hence, the insulating Hamiltonian with $|C| = 2$ reads

$$H^{(1)}(\mathbf{k}) = 2t_1 \cos(k_x)\sigma_1 + 2t_1 \cos(k_y)\sigma_2 + 2t_2 \cos(k_x + k_y)\sigma_3.$$  

The Chern number is readily determined

$$C^{(1)} = -2\text{sgn}[t_2].$$

Intuitively this is understood as a double covering of the Bloch sphere by $h^{(1)}$ due to the fact that $\cos(k_x + k_y)$ has twice the frequency of $\cos(k_{x,y})$.

The Hamiltonian in Eq. (1.38) lacks trivial insulating phases or Chern phases with $C = \pm 1$. To produce a trivial phase with $C = 0$, it suffices to add a large, “staggered potential” $m\sigma_3$, such that all Dirac points are gapped identically. Then because the sum over chiralities is zero, $C$ vanishes. Note that since Pauli matrices can act on any degree
Fig. 1.4: Different mass terms, $h_3$, gap differently the Dirac points on the BZ to the effect of changing the Chern number. The solid circles represent Dirac points of the initial gapless system; the corresponding chiralities are marked by the signs within. Dashed lines are the zeroes of the mass term, while $\mathcal{R}_1$ and $\mathcal{R}_2$ denote regions with opposite sign for the mass term. (a) $h_3 = \cos(k_x + k_y)$. The mass term changes its sign an odd number of times between Dirac points of different chirality, therefore $C = \pm 2$. (b) $h_3 = \sin(k_x) + \sin(k_y)$. Phases with $C = \pm 1$ are possible after the remaining Dirac points, $\ominus$, are identically gapped.

of freedom, the term “staggered” could for instance refer to the fact that two sites in a cell or two orbitals on a site have an associated $\pm m$ constant energy.

Therefore the Hamiltonian changes from $H^{(1)}$ to $H^{(2)} = H^{(1)} + m \sigma_3$, and, consequently, the Chern number becomes

$$C^{(2)} = \text{sgn}[-m - 2t_2] + \text{sgn}[m - 2t_2].$$  \hspace{1cm} (1.40)

Hence, for a large energy $m$, $|m| > 2|t_2|$, the system enters a trivial phase and a transition between a $C = \pm 2$ phase to a $C = 0$ phase takes place.

To create Chern phases with $C = \pm 1$, it is necessary to gap, with the same gap sign, a pair of Dirac points, while a second pair has its respective mass changing sign between the Dirac points. Because the chirality is an even function, the mass term has to be an odd function in order to get an odd function for the product between chirality and mass sign. The simplest choice would be to add the term proportional to $\sin(k_x) + \sin(k_y)$. The mass for one pair of Dirac points is unchanged, while, for the pair $(q, -q)$ with $q = (\pi/2, \pi/2)$, the mass changes. If only $\sin(k_x) + \sin(k_y)$ is present in the mass term, then the system is not an insulator, because there are band touchings at $q = \pm (\pi/2, -\pi/2)$ (see Fig. 1.4(b)). However adding small even functions in the mass gaps identically these Dirac points and $C = \pm 1$ phases follow.
adding all terms together gives the following complete Bloch Hamiltonian for a model that has Chern phases in the set \{0, \pm 1, \pm 2\}

\[ H = 2t_1 \cos(k_x)\sigma_1 + 2t_1 \cos(k_y)\sigma_2 + \left[ m + 2t_2 \cos(k_x + k_y) + 2t_3 (\sin(k_x) + \sin(k_y)) \right] \sigma_3. \]  

(1.41)

There are four free parameters \((m, t_1, t_2, t_3)\) in the model. Let us assume that all parameters are real. All the phases can be reached by varying \((m, t_2, t_3)\) while keeping \(t_1\) fixed. The Chern number for the final model reads

\[ C = \text{sgn}(-m - 2t_2) + \frac{1}{2} [\text{sgn}(m - 2t_2 + 4t_3) + \text{sgn}(m - 2t_2 - 4t_3)]. \]  

(1.42)

The expression for \(C\) yields immediately the phase diagram associated with the system described by the Hamiltonian in Eq. (1.41). Note that the parameter \(t_1\) does not enter in the determination of the phases, but manifestly needs to be finite in order to have non-vanishing \(\sigma_1\) and \(\sigma_2\) components in the model. The formula (1.42) can be illustrated by the phase diagram in the Fig. (1.5). This diagram contains only four phases of the model; the phase with \(C = 2\) needs \(t_2 < 0\).

**Direct space realization**

Until now the system was described abstractly in momentum space. However it will be of future interest to investigate the structure of its edge and therefore it is necessary to propose a lattice implementation for the model.
1.3 Model building...

Fig. 1.6: Direct space realization of the model (1.41), see Eq. (1.43). (i, j) denotes lattice sites. The Bravais lattice vectors are denoted by \( \mathbf{a}_{1/2} \), and \( \bullet \) (○) represents orbitals with energy \( m \) \((-m)\). The vertical axis represents the on-site energy difference between the two nonequivalent orbitals. Black lines represent \( t_1 \) hoppings, blue lines, \( t_2 \) hoppings, and red lines, \( t_3 \) hoppings. An arrow on a link indicates that an electron hopping in the corresponding direction gains a \( \pi/2 \) phase. Similarly a double line indicates a \( \pi \) phase gain.

The system could be realized on a triangular lattice with two orbitals on each site. The parameters are interpreted as \( k_{x,y} = k \cdot \mathbf{a}_{1,2} \) with \( \mathbf{a}_1 \) and \( \mathbf{a}_2 \), the two Bravais vectors. Then the Pauli matrices are operating in the space of two orbitals \( A \) and \( B \) with energy \( \pm m \).

The Hamiltonian (1.41) can be rewritten in direct space

\[
H = \sum_{ij} \left[ c_{ij}^\dagger \frac{m}{2} \sigma_3 c_{ij} + c_{i+1j}^\dagger (t_1 \sigma_1 + it_3 \sigma_3) c_{ij} + c_{i+j+1}^\dagger (t_1 \sigma_2 + it_3 \sigma_3) c_{ij} \\
+ c_{i+1j+1}^\dagger t_2 \sigma_3 c_{ij} + H.c. \right],
\]

(1.43)

where the Fourier transformation for the annihilation operator reads

\[
c_k = \frac{1}{\sqrt{N}} \sum_{rij} c_{ij} e^{-i k r_{ij}}.
\]

(1.44)
The position of sites on the lattice is given by $r_{ij} = i a_1 + j a_2$, with $a_1$ and $a_2$ as Bravais vectors making an angle $2\pi/3$ between them (see Fig (1.6)). The lattice constant was set to one, $a = 1$.

The model is represented in Fig. 1.6. On each site there are two different orbitals with energy $\pm m$. The Hamiltonian (1.43) describes through $t$-terms the overlap between (non)equivalent orbitals.

Note that there is no net flux perpendicular to the two dimensional plane. But the TRS is broken, because for certain closed paths involving the hopping term $t_1 \sigma_2$, for the electron moving between two nonequivalent orbitals there is a gain of a phase $\pm \pi/2$. However for each path with a phase gain of $\pi/2$ there is one with $-\pi/2$ and therefore there is no net magnetic flux over the entire cell. Such a system realizes a IQHE in the absence of absence of an external magnetic field. Therefore it realizes a Chern insulator in the same class with the Haldane model [23].
1.4 Large Chern phases in the Haldane model

The first theorized Chern insulator is the Haldane model. It consists of a simple tight-binding model for spinless electrons on a hexagonal lattice.

The model can be understood as an underlying NN (nearest-neighbor) graphene with additional mass terms that gap the system. First there is an on-site energy $\pm M$ on the two nonequivalent atoms in the unit cell, A and B. This term breaks inversion symmetry and creates a gap. Secondly, there are N2 (next-nearest-neighbor) hoppings where an electron gains a phase $\phi$. This term breaks TRS and is also called the Haldane mass term. The Hamiltonian of the system reads

$$H = \sum_m M_m c_m^\dagger c_m + \sum_{(m,n)} t_1 c_m^\dagger c_n + \sum_{\langle(m,n)\rangle} e^{i\phi_{mn}} t_2 c_m^\dagger c_n.$$  \hspace{1cm} (1.45)

The sum runs over all the sites on the hexagonal lattice, and $\langle \ldots \rangle$ represent nearest neighbors and $\langle\langle \ldots \rangle\rangle$ next-nearest neighbors. The hopping integrals are denoted by $t_j$. The index of the hopping integral signifies the order of the (non)equivalent neighbors. The phase for a clockwise hopping from $n$ to $m$ is $\phi_{mn} = \phi$ and, $-\phi$, for anticlockwise hopping. The on-site energy is $M_m = M$, when $m$ denotes an A atom, and $-M$, in case of a B atom.

Due to the mass terms ($M$ and $t_2$), the system is generally a band insulator. Note that throughout the chapter, a system is considered an insulator if its bands can be flattened such that the Fermi surface rests in the gap (and not as usually, i.e. if the Fermi energy is between the conductance and valence band). The essential feature of the model rests in the fact that there is no net magnetic flux per unit cell. Therefore such a model can be envisaged in zero external magnetic field. However, one can find paths in real space where the electron gains a phase.

Even though there is no net magnetic field, Haldane showed that there are Chern numbers that index the insulating phases of the Hamiltonian. When the system is implemented on a finite geometry, there will be charge transported on the edge channels. More precisely there will be a quantized conductance that is proportional to the Chern number $C$. The conductivity is given similarly to the integer quantum Hall effect by $\sigma_H = e^2/h \times C$. In this way, the model is a realization of a Hall effect without an external magnetic field.

Although it was only a theoretical model, its importance for the evolution of the subject of topological insulators cannot be understated. The first proposal for QSHE in graphene is inspired directly from the Haldane model \[4, 52\]. The spin-orbit interaction opens a gap in graphene and each spin realizes a copy Haldane with opposite Chern number. Therefore it was predicted that the gapped graphene could host chiral and spin resolved edge states.

Returning from QSH insulator to the original Haldane model, note that the maximum Chern number is $|C| = 1$, and thus there can be at most one edge state. In contrast,
in the IQHE, one can increase the number of edge states by filling more Landau levels. Then a natural way to increase the edge conductance in the Haldane model, would be to create a multi-band system from a stack of two dimensional Haldane models, such that the edge states of every layer have the same chirality.

However, there is an alternative route to augment the number of possible edge channels. The system can be decomposed in a gapless model and a mass term. Generally the band touchings of the gapless model are Dirac fermions. Then a necessary condition to have a Chern number $|C| = n$ is to have $2n$ Dirac points. The Chern number will be determined entirely from the chirality of the Dirac fermions and the sign of the mass term that gaps them.

The Haldane model is a particularly interesting platform on which to test this idea because it is decomposed in an underlying graphene model and a mass term that contains the phase $\phi$ dependence.

First subsection focuses on the study of a graphene-like model with distant-neighbor-hopping integrals included. The solution for all Dirac points are studied up to N7 (next $\times 6$-nearest-neighbor-hopping) graphene. Their evolution in parameter space has particular points that are called super-mergings where all Dirac points meet to create a band touching with higher than linear dispersion relation. These are unstable points that are characterized however by a small topological charge.

Second subsection considers gapping the Dirac fermions by the mass term. This will have the effect of creating topological insulating phases with large Chern number. It is equivalent to say that more edge channels can be created for the finite system. At the topological transitions between the phases the system becomes metallic and the exchange in Chern number can be seen in the number of Dirac fermions that are formed.

1.4.1 Distant-neighbor hopping in graphene

To analyze the topological properties of the model it is advantageous to go in momentum space where the topological index is readily defined. The two-band Bloch Hamiltonian is developed in a basis of Pauli matrices $\sigma$ in the AB site space

$$h = \sum_{\mu=0}^{3} h_{\mu} \sigma_{\mu}. \tag{1.46}$$

For addressing the topological properties, one can throw away the term $h_0 \sigma_0$ that breaks particle-hole symmetry and shifts (topologically) trivially the bands. Let us also choose the Bravais lattice vectors $a_1$ and $a_2$, with $a_1 = (\sqrt{3}/2, 3/2) a$ and $a_2 = (-\sqrt{3}/2, 1/2) a$; $a$ is the lattice constant and it is set to one in the following. Then the Hamiltonian reads

$$H = t_1[1 + \cos(k \cdot a_1) + \cos(k \cdot a_2)]\sigma_1 + t_1[\sin(k \cdot a_1) + \sin(k \cdot a_2)]\sigma_2 + [M - 2t_2 \sin \phi[\sin(k \cdot a_2) - \sin(k \cdot a_1) + \sin(k \cdot (a_1 - a_2))]\sigma_3. \tag{1.47}$$
The underlying graphene-like model contains only the \( h_1(k) \) and \( h_2(k) \) terms. The Dirac points of the model are obtained from the zeros of the function \( f(k) = h_1(k)\sigma_1 - ih_2(k)\sigma_2 \). The Dirac points are positioned in the BZ at \( K'(t) = (\pm \frac{4\pi}{3\sqrt{3}}, 0) \). The interest is to keep the system two-band and to simultaneously increase the number of Dirac points. The claim is that this can be realized by including distant-neighbor-hopping terms.

Let us generalize the graphene model by including \( Nn \times (n - 1) \) nearest neighbor hopping terms. The AA and BB terms will contribute only to the identity term \( h_0\sigma_0 \). Because they will not have an impact on the topological index, they are dropped out from the Hamiltonian. By contrast, the hopping between different sites, AB, contributes to \( h_1(k) \) and \( h_2(k) \) terms.

The Hamiltonian reads

\[
H = \begin{pmatrix}
0 & f(k) \\
(f^*(k)) & 0
\end{pmatrix}
\]

with

\[
f(k) = \sum_n t_n g_n(k).
\]

The contributions \( g_n \) from the distant-neighbor hoppings are tabulated to first orders in Tab. [1.3]. Here are treated cases up to N7 graphene for which one can obtain fairly straightforward analytical solutions for the Dirac points. Therefore the only hopping terms that appear in \( f \) are \( t_1, t_3, t_4 \) and \( t_7 \). In the following the hopping integrals are considered in units of \( t_1 \), such that there are 3 free parameters left for determining the position of Dirac points.

To determine the position of the zeroes, one can keep on the high symmetry line between \( K \) and \( K' \). Under the TRS of the model and \( C_3 \) symmetry of the \( \Gamma \) point, all the other solutions readily follow. One of the lines \( KK' \) lies at \( k_y = 0 \). Then the equation \( f(k) = 0 \) depends only on the parameter \( k_x \). If \( \cos(\sqrt{3}k_x/2) \) is denoted by \( x \), it follows that the band touchings are given by the equation

\[
(1 + 2x)(8t_7x^3 + 4t_4x^2 + 2(t_3 - 4t_7)x + 1 - t_3 - 2t_4 + 2t_7) = 0.
\]

Table 1.3: Hopping terms between AB atoms. The physical distance is counted in units of lattice constant \( a \). The chemical distance is the smallest number of bonds passed when hopping between two sites. In the column “neighbors” it is counted the number of sites situated at the same physical distance from the central site.
Fig. 1.7: The possible hoppings in graphene N9 model. From a central B atom, the neighbors are arranged in concentric circles. Hopping integrals between distant sites is denoted by \( t_i \) where \( i \) grows with the distance to the neighbor.

Eq. (1.50) has always a solution at \( x = -1/2 \). It corresponds to the regular \( \mathbf{K} \) and \( \mathbf{K}' \) points in the NN graphene. This solution due to the symmetry of the hexagonal lattice is general and exists for any distant-neighbor-hopping model as long as it respects the original symmetries of the lattice. Therefore there will always be band touchings at these points in the graphene-like model.

If all solutions are real and distinct, then they correspond to Dirac points. However, if a solution has a multiplicity higher than one, then they describe points with nonlinear dispersion. In fact one can think of them as mergings of Dirac fermions. They will pose some conceptual problem for our method as the chirality

\[
\chi(\kappa) = \text{sgn} \left( \partial_{k_x} \mathbf{h} \times \partial_{k_y} \mathbf{h} \right)_{\kappa},
\]

is not defined at the merging points. These are points where the first derivatives vanish and \( \chi = \text{sgn}(0) \) is not well-defined. However the topological charge of the merging points is just the sum of the chiralities for the Dirac points that are converging to it. This fast calculation of charge associated to a band touching will be referred to as the sum rule [48].

Note that equation (1.50) has the number of free parameters equal to the order of the equation. This indicates that there might be a solution maximally degenerate. This unique point in parameter space is called a super-merging.

Let us suppose for the moment that all solutions are distinct, such that they represent Dirac points. The spectrum is symmetric under rotations with 2\( \pi/3 \) around the center \( \Gamma' \) of the Brillouin zone. Therefore for each solution near one of the points, two
more follow around the central one. Under the TRS, a mirror triplet is sure to exist at the opposite corner of the BZ. In conclusion, each \( x \neq -1/2 \) solution carries 6 band touchings. Let us treat in detail the cases with more distant hoppings.

**N3 Graphene**

The N3 graphene was already investigated in Ref. [53]. Here the presence of a strong \( t_3 \) hopping integral was shown to produce three more satellite points “orbiting” around each regular Dirac point. Solving Eq. (1.50) gives a possible band touching near \( K \):

\[
\kappa = \frac{2\sqrt{3}}{3} \arccos \left( \frac{t_3 - 1}{2t_3} \right) \times (1, 0). \tag{1.52}
\]

The solution is real only when \( t_3 \) obeys

\[
t_3 - \frac{1}{2}t_3 \in (-1, 1). \tag{1.53}
\]

Then for a large hopping \( t_3 \in (-\infty, -1) \cup (1/3, \infty) \), these satellites appear and move along the high-symmetry lines between the regular Dirac points with the variation of \( t_3 \). Due to the TRI (time reversal invariance) and \( C_3 \) symmetry of the spectrum it is enough to follow the motion of a single satellite Dirac point in the BZ. Choosing the one in Eq. (1.52), it is seen in Fig. 1.8 that when \( t_3 \) varies from \( -\infty \) to \(-1 \) the satellite points appear at mid distance (point \( \Sigma \)) between \( K(K') \) points and the center \( \Gamma \) of the BZ, and move to annihilate at \( \Gamma \). When \( t_3 \) varies from \( 1/3 \) to \( \infty \), the satellite Dirac points appear at \( M \) point and vanish at \( \Sigma \).

It is noteworthy that during the evolution of a satellite point, there is a particular value of \( t_3 \) for which the satellite points merge with the regular Dirac points at \( K(K') \).

At \( t_3 = 1/2 \), there are three Dirac points merging with the associated regular Dirac points to form a point with quadratic dispersion. A merging point, where all satellites collide into the central Dirac point, is called a super-merging. It will be shown that up to N7 graphene the super-merging is unique.

The remaining satellites can be obtained by applying rotations of \( 2\pi/3 \) around \( K \) and \( K' \). For example, there are two satellites around \( K \), denoted for notation simplicity also by \( \kappa \)

\[
\kappa = \arccos \left( \frac{t_3 - 1}{2t_3} \right) \times \left( \frac{-\sqrt{3}}{3}, \pm 1 \right). \tag{1.54}
\]

Under time-reversal symmetry there are additional Dirac points at \( \kappa' = -\kappa \).

The chirality \( \chi \) of a Dirac point placed at \( k \) on BZ is readily determined by computing the sign of the Jacobian

\[
\chi(\kappa) = \text{sgn}(\partial_{k_x} h \times \partial_{k_y} h) \big|_{\kappa}. \tag{1.55}
\]
Fig. 1.8: In blue we represent the evolution of a satellite point in BZ, when $t_3$ varies from $-\infty$ to $-1$ and in red, when it varies from $1/3$ to $\infty$.

<table>
<thead>
<tr>
<th>Dirac points</th>
<th>$K$</th>
<th>$3 \times \kappa$</th>
<th>$K'$</th>
<th>$3 \times \kappa'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi$</td>
<td>1</td>
<td>$-1$</td>
<td>$-1$</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1.4: Chirality of the Dirac points in N3 graphene.

The symmetries of the system allow one to readily reduce the problem to that of finding the chirality of only two Dirac points: a regular one and a satellite Dirac point associated to it. If one is placed at $\kappa$, then its time reversed partner exists at $-\kappa$ and has opposite chirality. Satellite Dirac points that are obtained under a rotation by $2\pi/3$ around $\Gamma$ share the same chirality.

As mentioned before, there are notable exceptions where formula (1.51) fails for $t_3$ tuned at the merging of satellite points at $K^{(0)}$. This is because the merging point has a quadratic dispersion and the formula is undefined. However, near the merging point three satellite points of a given chirality converge to a regular Dirac point of opposite chirality. Such a scenario was treated before [47, 48] and was shown to yield a band touching point with quadratic dispersion in both directions. The summation rule $3 \times (\pm 1) \mp 1$ is still applicable and indicates that the merging point is characterized by a chirality $\pm 2$. Comparable cases are also encountered in bilayer graphene [54, 55, 47].

The topological charge $-2$ of the band touching at $K$ can be equally read by expanding in small momenta $(q_x, q_y)$ around the merging point

$$k = K + q.$$  \hspace{1cm} (1.56)

In this case, the effective, $K$ “valley” Hamiltonian is proportional to $z^2$, with $z = q_x + iq_y$. The power indicates a Berry phase of $-2\pi$ picked by a fermion making one anti-clockwise revolution around the merging point $K$. The other merging point is at $K'$ and will have a charge 2.
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<table>
<thead>
<tr>
<th></th>
<th>Super-merging</th>
<th>$H_{\text{eff}}(K + q)$</th>
<th>charge</th>
</tr>
</thead>
<tbody>
<tr>
<td>graphene</td>
<td>$t_1$</td>
<td>$t_3$</td>
<td>$t_4$</td>
</tr>
<tr>
<td>NN</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>N3</td>
<td>1</td>
<td>1/2</td>
<td>0</td>
</tr>
<tr>
<td>N4</td>
<td>1</td>
<td>2/5</td>
<td>1/5</td>
</tr>
<tr>
<td>N7</td>
<td>1</td>
<td>7/12</td>
<td>1/4</td>
</tr>
</tbody>
</table>

Table 1.5: Super-merging characteristics at $K$. The effective Hamiltonian is written as a function of small momenta $z = q_x + iq_y$ and up to a multiplicative constant which is neglected.

**N4 Graphene**

In the case of N4 graphene, there are two additional solutions possible at

$$x_{\pm} = -\frac{1}{4t_4} [t_3 \pm (t_3^2 + 8t_4^2 + 4t_3t_4 - 4t_4)^{1/2}].$$  \hspace{1cm} (1.57)

Therefore the maximum number of satellites around $K$ can grow up to six. The dependence on two parameters makes it harder to find the existence conditions for the satellites. It is however easy to determine the parameters for which there is a super-merging solution. Imposing a triply degenerate solution, $x = -1/2$ in Eq. 1.50, it follows that the super-mergings develop at

$$t_3 = \frac{2}{5}, \quad t_4 = \frac{1}{5}.$$  \hspace{1cm} (1.58)

By perturbing the parameters around the super-merging points, one can see in Fig. 1.9 a regular Dirac point and the two triplets of satellites associated to it.

Expanding the Hamiltonian in small momenta $q$ around $K$ reveals that the super-merging has a cubic dispersion,

$$H_{\text{eff}}(K + q) \propto \bar{z}^2z.$$  \hspace{1cm} (1.59)

Note that although the dispersion is cubic, the power counting gives a topological charge of one. This indicates that the Berry phase gained by an electron is only $\pi$. This is due to the fact that the super-merging is due to two sets of satellites with different chirality. Then the sum rule yields accordingly, $1 + 3 - 3 = 1$.

**N7 Graphene and beyond**

In N7 graphene the position of the additional band touchings is given by a cubic equation. It is therefore harder to analyze the solution that follows. Though it easier to visualize it from the super-merging point, which can be determined from the condition that
Fig. 1.9: The zero lines of $h_1$ (in green) and $h_2$ (in red) in N4 graphene. A small perturbation (+0.001) of $t_4$ at the merging point $t_3 = 2/5$, $t_4 = 1/5$ creates 6 Dirac points around the stable Dirac points $K$. In the inset there is a zoom around $K$. The Dirac points are represented by full circles, $\bullet$; there is a central $K$ Dirac point in black, and 2 sets of satellite Dirac points, in blue and red.

$x = -1/2$ is four time degenerate solution to the equation (1.50). The super-merging is unique at

$$t_3 = \frac{7}{12}, \quad t_4 = \frac{1}{4}, \quad t_7 = \frac{1}{12},$$

(1.60)

such that a perturbation will produce a maximum of 9 Dirac points around a regular Dirac point. The effective Hamiltonian shows now a quartic dispersion near $K$

$$H_{\text{eff}}(K + q) \propto \bar{z}^3 z.$$  

(1.61)

Again, although there is a high-order dispersion, the low topological charge is explained by the alternating chirality for the 3 sets of satellite Dirac points near the super-merging.

There are no longer unique super-merging points for graphene $Nm$, with $m > 7$. This is due to the fact that already band touchings in N8 graphene have an equation that remains cubic in $x$. Therefore there is no single unique choice of parameters for which the solution $x = -1/2$ has multiplicity four. Therefore, even if a more distant-neighbor hopping will add one order to the equation, the order of the equation will never match again the number of coefficients.

Factoring out the trivial solution at $x = -1/2$, the equation for Dirac points in N8 graphene reads

$$8(t_7 + t_8)x^3 + 4(t_4 - t_8)x^2 + 2(t_3 - 4t_7 - 3t_8)x + 1 - t_3 - 2t_4 + 2t_7 + 3t_8 = 0$$

(1.62)
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<table>
<thead>
<tr>
<th>hopping</th>
<th>physical distance</th>
<th>chemical distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_2$</td>
<td>$\sqrt{3}$</td>
<td>2</td>
</tr>
<tr>
<td>$t_6$</td>
<td>$2\sqrt{3}$</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 1.6: First hopping integrals between equivalent sites.

There are still super-merging points possible, but they are no longer unique. Note that it is possible to have partial merging points where there are solutions with high multiplicity. Regardless, as the order of the polynomial grows and the space of parameters becomes larger, we conjecture that it will always be possible to find solutions that are all real and smaller than one in absolute value. That will lead to a multiplication of triplets of satellite Dirac points.

1.4.2 Phases of the Haldane model

The original Haldane model is built on the hexagonal lattice for NN graphene by adding N2 hopping $t_2$, such that when hopping is performed clockwise in the unit cell an electron gains a phase $\phi$. It is enough to consider the mass term $h_3\sigma_3$ and throw away the identity term, which just breaks the particle-hole symmetry and shifts (topologically) trivially the bands.

The mass term, $h_3\sigma_3$, which breaks time reversal and inversion symmetry, reads

$$h_3 = M - 2t_2 \sin \phi [\sin(k \cdot a_2) - \sin(k \cdot a_1) + \sin(k \cdot (a_1 - a_2))]. \quad (1.63)$$

When hopping between distant sites is allowed, the generalized mass term reads

$$h_3 = M - \sum_n 2t_2^{(n)} \sin(n\phi) [\sin(nk \cdot a_2) - \sin(nk \cdot a_1)$$

$$+ \sin(nk \cdot (a_1 - a_2))], \quad (1.64)$$

where $n$ is an integer that indicates that hopping takes place between AA or BB sites situated at a distance of $n\sqrt{3}a$. Only the first two terms in this expression are considered in the following; they correspond to a maximal two-unit-cell hopping. The term containing the hopping integral $t_5$ multiplies the identity Pauli matrix and is neglected in the following. Interesting for the topology of the problems are hoppings along the links where the electrons gain the phase $\phi$. The first two components of the mass term which have this property are the $t_2$ and $t_6$ terms.

Gapping $2n$ Dirac points can yield Chern number phases $n$. In the following subsections, cases where different mass term gaps the system are studied for different underlying graphene models.
Fig. 1.10: Phase diagram for the Haldane Hamiltonian as a function of the on-site energy $M$, divided by the hopping integral $t_2$, and the flux $\phi$. The topologically nontrivial insulating phases are color-identified and have the topological index denoted inside the respective regions. The topologically insulating regions, $C = 0$, are white.

**Haldane $t_2$ model**

NN graphene with a hopping $t_2$ constitutes the original Haldane model. The phase diagram is obtained by observing that $h_3$ changes sign between the Dirac points ($K'(t)$) of graphene. Therefore the Hamiltonian exhibits three topological phases; a trivial insulating phase and two $|C| = \pm 1$ QAH phases. Eq. (1.30) yields in this case

$$C = \frac{1}{2}(\text{sgn}M_+ - \text{sgn}M_-),$$

(1.65)

where $M_\pm = M \mp 3\sqrt{3}t_2\sin \phi$ is the mass term at $K'$, and $K$ respectively. The phase diagram is represented in Fig. 1.10. The lines $M_\pm = 0$ represent topological transition lines where the bulk gap closes at least at one of the $K$ and $K'$ points.

Larger Chern phases become possible when the underlying model is N3 graphene. The mass term has the same sign for a regular Dirac point and its satellites, and opposite sign at the time reversed points. Therefore, when the satellites exist, the gapped phases will be indexed by Chern number, $|C| = 2$.

Momentum $\kappa^{(t)}$ locates any satellite point of $K^{(t)}$ and, manifestly, the expression for $\chi(\kappa^{(t)})$ holds in the range of existence of satellite points.

Let us define the mass at the regular Dirac points $M_\pm = M( \mp (\frac{4\pi}{3\sqrt{3}}, 0))$. The mass at the satellite Dirac points is denoted by $m_\mp(\pm)$, if it is associated to the regular Dirac point $K'(K)$. Then it follows from Eq. (1.30) and Tab. 1.4 that

$$C = \frac{1}{2}\left[(\text{sgn}M_- - \text{sgn}M_+) - 3(\text{sgn}m_+ - \text{sgn}m_-)\right],$$

(1.66)
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Fig. 1.11: Phase diagram for the N3 Haldane Hamiltonian. The hopping parameters are \( t_2 = 1/3 \) and \( t_3 = 0.35 \) in units of \( t_1 \).

where the mass of the Dirac points reads

\[
\begin{align*}
M_\pm &= M \mp 3\sqrt{3}t_2 \sin \phi, \\
m_\pm &= M \mp 2t_2 t_3 (1 + t_3) \sqrt{1 - \left( \frac{1 - t_3}{2t_3} \right)^2} \sin \phi. 
\end{align*}
\]

Eq. (1.66) yields the phase diagram for the system when all eight Dirac points are present. When there are no satellite Dirac points \( (t_3 \in (-1, 1/3)) \), the topology of the system is in fact identical to the original system \( t_3 = 0 \) and therefore it has the phase diagram represented in Fig. 1.10. When \( t_3 \) is varied to go outside the region \((-1, 1/3)\), two phases of higher Chern number develop around the \( M = 0 \) line. A typical phase diagram for the case where satellite Dirac points exist is represented in Fig. 1.11. For example, from Eqs. (1.67), it follows that at \( M = 0 \) a regular Dirac point and its satellites will have the same mass. Therefore the Chern number reduces to \( C = \text{sgn}M_+ - \text{sgn}M_- \). This yields topological phases indexed by \( \pm 2 \). By increasing \(|M|\), one crosses a transition line where the Haldane mass of all satellite points in the system becomes identical, while it remains different for the regular Dirac points. This transition is given by

\[
m_\pm = 0.
\]

This region extends up to the the last topological transition line given by \( M_\pm = 0 \). In this region the Chern number reduces again to the original case \( (t_3 = 0) \) with \( C = 1/2(\text{sgn}M_- - \text{sgn}M_+) \). When \( M \) is increased even further, all Dirac points are gapped identically and therefore this is the topologically trivial region.

Note that the \( C = \pm 1 \) phases completely vanish at the merging point \( t_3 = 1/2 \), and the phase \( C = \pm 2 \) would have maximal area delimited by \( M = \pm 3\sqrt{3}t_2 \sin \phi \). Then, at
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Fig. 1.12: Energy dispersion for the Haldane $t_2$ model on N3 graphene at a topological transition between two QAH phases (at $\phi = \pi/2$ and $t_2 = 1/3$). (a) Topological transition between $C = -2$ and $C = 0$ phases at the merging point between the regular $K'$ and its three satellites $k'$ in N3 graphene. The energy dispersion in N3 Haldane shows a quadratic band touching at $K'$ for $M = \sqrt{3}, t_3 = 0.5$. (b) Topological transition between $C = 1$ and $C = -2$ phases. Three Dirac cones form at the satellite points of $K'$ for $t_3 = 0.35$ and $M \approx 0.95$, indicating a change of the Chern number by 3 units at the topological transition.

The existence of $2n$ Dirac points for a submodel containing only two sigma matrices allows in principle to build topological insulators with Chern phases $C = n$. The N3 graphene model with eight Dirac points can present a large Chern number, $C = \pm4$. To actualize all possible topological phases it is sufficient to add a $t_6$ mass term. It has the effect to produce oscillations in the phase-dependent Haldane mass, such that the term changes sign between a regular graphene Dirac point and its satellites in N3 graphene. As expected, all phases are attainable under this modification of the Hamiltonian.
The mass term becomes

\[
    h_3 = M - 2t_2 \sin \phi \left[ \sin(k \cdot a_2) - \sin(k \cdot a_1) + \sin(k \cdot (a_1 - a_2)) \right] \\
    - 2t_6 \sin(2\phi) \left[ \sin(2k \cdot a_2) - \sin(2k \cdot a_1) + \sin(2k \cdot (a_1 - a_2)) \right].
\]  

(1.69)

The new phase diagram is computed by considering the mass term \ref{1.69} at the eight N3 graphene Dirac points. Then the topological transition lines are given by the zeroes of the new mass terms, \( M_\pm, m_\pm \), expressed as a function of the previous mass terms from Eq. \ref{1.67}

\[
    M_\pm' = M_\pm \pm 3\sqrt{3}t_6 \sin 2\phi \\
    m_\pm' = m_\pm \mp 2t_6 \sin 2\phi(2 \sin 2\kappa - \sin 4\kappa),
\]  

(1.70)

where \( \kappa = \arccos[(t_3 - 1)/(2t_3)] \) holds in the domain of existence for satellite Dirac points in N3 graphene.

The dependence of the mass term on \( \sin 2\phi \) allows large Chern number phases, \(|C| = \pm 4\). Because the mass can now change sign not only between a regular Dirac point and its time-revered partner, but also between the regular one and its satellites (see Fig. \ref{1.15}). Therefore, when system parameters are varied, N6 Haldane model can present all Chern phases between \(-4\) and \(4\). A phase diagram that illustrates this point is represented in Fig. \ref{1.14}(a).
Fig. 1.14: (a) All QAH phases possible for N3 graphene become available in Haldane $t_6$ model. Phase diagram for the choice $t_1 = 1$, $t_2 = 1/3$, $t_3 = 0.35$, and $t_4 = 0.26$. (b) Haldane model from N4 graphene with a $t_6$ mass term. Hopping integrals are $t_1 = 1$, $t_2 = 1/3$, $t_3 = 0.43$, $t_4 = 0.3$, $t_6 = 0.35$ and $t_7 = 1/3$.

Fig. 1.15: A Dirac point that is represented by $\bullet$ ($\circ$) has chirality $+$ ($-$). The colored lines represent lines of zeros for $h_1$ (green), $h_2$ (red), and the mass term $h_3$ (blue). The regular Dirac points placed at $(\pm \frac{4\pi}{3\sqrt{3}}, 0)$ are gapped by a Haldane mass that has opposite sign. Also the mass term changes sign between the regular Dirac point and its satellites. For parameters $t_1 = 1$, $t_2 = 1/3$, $t_3 = 0.35$, $t_4 = 0.26$, $M = 0$ and $\phi = \pi/8$ the phase is $C = -4$.

Let us consider shortly the case of N4 and N7 graphene with $t_6$ mass term. There are two new free parameters $t_4$ and $t_7$. The parameters space becomes quite large to describe analytically the dynamics of the Dirac points and to track at the same time the sign of the
mass at the Dirac points. The general thesis remains however correct: larger and larger QAH phases become possible. In the case of N4 graphene there is a maximum of six Dirac points near a $K$ point; for N7 graphene there are nine possible Dirac points. This indicates that with a proper mass term one can have the largest Chern phases $|C| = 7$ (in N4 graphene) or $|C| = 10$ (in N7 graphene). In Fig. 1.14(b), it is represented a case with large $C = 5$ phases.

1.5 Discussion

The polynomial whose zeroes determines the position of the Dirac fermions becomes quickly of too high degree for analyticalprehension. Nevertheless, what transpired here is that truly the topological phases with high Chern number can be indeed induced through addition of distant-neighbor hopping. As a side result, a model for graphene was studied and was shown that adding distant-neighbor hoppings increases the number of Dirac points. They move under a variation of parameters and there are unique super-merging points in parameter space where all additional Dirac points merge with the $K$ and $K'$ from the regular graphene. They form points with a high-order energy dispersion. However, the absolute value of the topological charge associated to the super-merging never grows larger than two because the satellite points always come in triplets with opposite charges. Unfortunately the study is mostly academic and serves as a proof of principle. The degree of control required to realize the super-mergings and the presence of extreme distant-neighbor hopping remain rather problematic. However it would be possible to find multi-layer materials which are be mapped to two-band models with effective-long range hopping. These systems could use the methods developed in this chapter to analytically chart their topological phase diagram [37].
Chapter 2

Edge states in a Chern two insulator

The present chapter focuses on the toy model from Sec. 1.3. It was shown previously that this model supports topological phases with Chern number $|\mathcal{C}| = 2$. The phase diagram of the system was determined by considering only bulk properties. When the system is realized on a finite geometry, there will be edges where the system connects with a trivially gapped phase, here the vacuum. As a consequence there will be edge states equal in number to the Chern index $|\mathcal{C}| = 2$.

The question posed here is what quantum number differentiates the two edge states that can appear in the model. Here it is shown through different numerical and analytical techniques that it is a valley number that demarcates the edge (Secs. 2.1 and 2.2). Moreover, the model is extended by adding spin degrees of freedom, such that it is converted in a time-reversal invariant $\mathbb{Z}_2$ insulator. The edge states from the $|\mathcal{C}| = 2$ phase are explicitly gapped by one-particle TRI perturbations (Sec. 2.3). This confirms that even Chern numbers produce trivial $\mathbb{Z}_2$ phases [52, 56, 57]. In the final Sec. 2.4 there are an infinite number of interfaces engineered between two alternating topological phases of the same Hamiltonian. It is possible to deduce the topological phase of overall model from knowledge of the Chern number of the constituent stripes.

The momentum space Hamiltonian of the model (1.41) reads

$$H = 2t_1 \cos(k_x)\sigma_1 + 2t_1 \cos(k_y)\sigma_2 + [m + 2t_2 \cos(k_x + k_y) + 2t_3(\sin(k_x) + \sin(k_y))]\sigma_3$$

(2.1)

with a topological invariant given by

$$C = \text{sgn}(-m - 2t_3) + \frac{1}{2}[\text{sgn}(m - 2t_2 + 4t_3) + \text{sgn}(m - 2t_2 - 4t_3)].$$

(2.2)

The Hamiltonian (2.1) is implemented on a cylinder and, subsequently, edge states form at the bottom and top sides of the cylinder where the lattice terminates abruptly. The following sections investigate the edge state wave functions and their respective energy dispersion.
2.1 Numerical experiments

Fig. 2.1: Zig-zag edge energy dispersion when the bulk Hamiltonian is in different Chern phases. The simulation is done for the system on a cylinder with height of 40 sites and circumference of 180 sites. The number of edge states is \(2 \times |C|\) because there are two edges. Energy dispersions for (a) \(t_3 = 0.4\) (\(C = -2\)), (b) \(t_3 = 0.85\) (topological phase transition at closing bulk gap), (c) \(t_3 = 1.6\) (\(C = -1\)). The other parameters are \(t_1 = 1\), \(t_2 = 1\), \(m = -1.4\). (d) The representation of chosen points on the phase diagram.

The finite geometry chosen for the numerical study is a cylinder. It is constructed out of a patch of the lattice having the shape of a parallelogram with Bravais vectors \(a_1\) and \(a_2\) as edges. Subsequently the edges parallel to \(a_2\) are glued together to obtain the the final cylindrical shape. Because translational invariance is maintained in the direction parallel to \(a_1\), \(k_x\) remains a good quantum number. Therefore, one can fix \(k_x\) and consider the resulting one-dimensional problem. Let us write the one-particle solutions of the corresponding stationary Schrödinger equation as

\[
|\psi(k_x, j)\rangle = \sum_{k_x} \psi_j(k_x)c_{k_x,j}^\dagger |0\rangle,
\]

(2.3)
where \( j \) denotes the layers of sites in \( a_2 \) direction, and \( \psi_j \) is a spinor due to the fact that there are two orbitals in the problem.

Then for a given quasi-momentum \( k_x \), the Schrödinger equation reads

\[
\Gamma_1 \psi_j + \Gamma_2 \psi_{j+1} + \Gamma_2^t \psi_{j-1} = E \psi_j, \tag{2.4}
\]

where

\[
\Gamma_1 = m \sigma_3 + 2t_1 \cos(k_x) \sigma_1 + 2t_3 \sin(k_x) \sigma_3,
\]

\[
\Gamma_2 = t_1 \sigma_2 + (t_2 e^{ik_x} - it_3) \sigma_3. \tag{2.5}
\]

The cylinder has the edges at \( j = 1 \) and \( j = L_y \). There are hard wall boundary conditions, to the effect that the amplitudes \( \psi_0, \psi_{L_y+1} \) must vanish. The energy dispersion as a function of \( k_x \) is obtained by numerically solving Eq. (2.4) for the given boundary conditions and for different choices of the parameters (see Fig. 2.1). In our numerical experiments the cylinder circumference is \( L_x = 180 \) sites and with height \( L_y = 40 \) sites. All the energies are measured in units of \( t_1 \).

The bulk-edge correspondence is illustrated by sampling several regions of the phase diagram in Fig. 2.5. In non-trivial topological regions, edge states appear around the ends of the cylinder. The number of edge states at a given end equals the absolute value of the Chern number. For example, three sets of parameter values along the constant \( m = -1.4 \) line are taken such that the transition between the \( C = -1 \) and \( C = -2 \) phases is explored (see Fig. 2.1(d)).

While the bulk remains insulating there are states crossing the gap. These are the edge states and their total number is \( 2 \times |C| \) since the cylinder has two edges. Note that the edge states at zero energy, cross the gap at \( k_x = \pm \pi/2 \). At any topological transition the bulk closes at least in one of the special points \( k_x = \pm \pi/2 \). A transition changing the Chern number by two requires that the gap closes at both points, while for a change of one, only one Dirac cone forms.

### 2.2 Analytical solution

A greater insight into the model is gained by solving Eq. (2.4) analytically. In this way, the gapless states are clearly identified as edge states and their penetration length into the bulk is determined. The edge state dispersion law can be found either by directly solving the Schrödinger equation or indirectly by studying the bulk Hamiltonian through a method described in Ref. [58]. Both approaches are explored in the general setting of the model and are exemplified for a particular choice of parameters corresponding to the phase \( C = -2 \).

#### 2.2.1 Edge states from bulk Hamiltonian

As it was elegantly proved in Ref. [58], the condition of existence and edge state dispersion can, under certain provisions, be found from a simple analysis of bulk Bloch
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Hamiltonians. The method developed by the authors applies when an infinite ribbon or a cylinder is cut out of the infinite 2D system. The direction of the cut must follow a Bravais lattice vector. In this case the momentum parallel to the cut $k_{\parallel}$ is conserved and the system splits into a set of 1D Hamiltonians describing the motion of the electron between the layers of sites parallel to the cut. The final prerequisite to apply the method is that there are only nearest-neighbor layer hopping terms. Eq. (2.4) shows that it is indeed the case in the present model with $k_{\parallel} = k_x$.

The key information about the edge states can be revealed by studying the curves traced by $h$ as a function of $k_{\perp}$ with fixed $k_{\parallel}$. For the case with only nearest-neighbor layer hopping allowed, these curves are planar (actually they are ellipses). Therefore, $h$ can be decomposed in two parts, $h_{\perp}$ perpendicular to the ellipse plane and $h_{\parallel}$ the in-plane component. Each component yields some important piece of information about the edge states. Namely, the edge state with a given $k_{\parallel}$ exists if and only if the ellipse traced by $h_{\parallel}$ encloses the projection of the origin onto the plane of the ellipse. The energy of the state is equal to $\pm |h_{\perp}|$.

In the present case $k_{\parallel} = k_x$ and $k_{\perp} = k_y$. This yields

$$h_{\parallel} = (0, 2t_1 \cos(k_y), 2t_2 \cos(k_x) \cos(k_y) + 2(t_3 - t_2 \sin(k_x)) \sin(k_y) + m + 2t_3 \sin(k_x)).$$  \hspace{1cm} (2.6)

For a fixed $k_x$, the equation (2.6) describes an ellipse parametrized by $k_y \in [0, 2\pi)$. The condition that the ellipse encloses the origin reads

$$|m + 2t_3 \sin(k_x)| < 2|t_3 - t_2 \sin(k_x)|.$$ \hspace{1cm} (2.7)

This equation determines the range in $k_x$ where edge states exist. The energy of the state is $\pm 2t_1 \cos(k_x)$.

Although the edge dispersion is determined, it still remains to resolve the wave-function for the edges states. Also the existence condition for $|C| = 2$ phase must allow four edge states, and therefore it is left to find the extension in $k_x$ for each edge solution separately. These limitations of the above method demand a more applied study of the edge states.

2.2.2 Edge states from the Schrödinger equation

The equation characterizing the wave function amplitudes for the edge states have the form of a recurrence relation. Then one can find a solution using the method of the generating functions. Here the solution follows closely the method used in Ref. [59]. It involves determining the energy dispersion by studying the poles of the generating function associated to the edge states. Subsequently, this is followed by constructing the eigenvectors of the Schrödinger equation yielding localized wave functions at two edges of the cylinder. It is shown that the solutions always cross at specific points in the BZ and, subsequently, can have an associated “valley” quantum number.
Let us write the Schrödinger equation for the edge states, complete with the boundary conditions. For the moment, assume that there is only one edge and the other one is pushed to infinity. That is enough to find the energy dispersion and “spinor” wave function for the edge states.

The Schrödinger equation from Eq. \((2.4)\) with explicit boundary condition at the edge, \(j = 1\), reads

\[
0 = (\Gamma_1 - E)\psi_j + \Gamma_2\psi_{j+1} + \Gamma_j^\dagger\psi_{j-1}, \quad j > 1,
\]

\[
0 = (\Gamma_1 - E)\psi_1 + \Gamma_2\psi_2, \tag{2.8}
\]

where

\[
\Gamma_1 = m\sigma_3 + 2t_1 \cos(k_x)\sigma_1 + 2t_3 \sin(k_x)\sigma_3,
\]

\[
\Gamma_2 = t_1\sigma_2 + (t_2e^{ik_x} - it_3)\sigma_3. \tag{2.9}
\]

Multiply the \(j\)th equation by \(z^j\), where \(z\) is a complex number. Summing the equations it follows that

\[
\sum_{j=1}^{\infty} z^{j-1}[\Gamma_2^\dagger\psi_j + (\Gamma_1 - E)\psi_{j+1} + \Gamma_2\psi_{j+2}] = 0. \tag{2.10}
\]

Let us introduce the generating function

\[
G(z) = \sum_{j=1}^{\infty} z^{j-1}\psi_j. \tag{2.11}
\]

Then using the boundary condition in Eq. \((2.10)\), it follows that the Schrödinger equation reads

\[
[z^2\Gamma_2 + z(\Gamma_1 - E) + \Gamma_2]G(z) = \Gamma_2^\dagger\psi_1. \tag{2.12}
\]

Edge states exist only if its poles have all a modulus greater than one \([59]\). If all poles of the generating function have modulus less than one, then they correspond to wave function amplitudes that grow in the bulk. For an exponentially localized function at the edge, all poles must be greater than one.

The generating function is given by

\[
G(z) = [z^2\Gamma_2 + z(\Gamma_1 - E) + \Gamma_2]^{-1}\Gamma_2^\dagger\psi_1. \tag{2.13}
\]

Let us denote for convenience \(\alpha = 2t_1 \cos(k_x)\), \(\beta = m + 2t_3 \sin(k)\), \(\gamma = t_2e^{ik_x} - it_3\) and \(\Gamma_2\psi_1 = (\phi_1^\dagger\phi_2)\). The generating function reads

\[
G(z) = N(z)/D(z),
\]

\[
N(z) = \begin{pmatrix}
z^2(\gamma^*\phi_1 - it_1\phi_2) + z((E + \beta)\phi_1 + \alpha\phi_2) + \gamma\phi_1 - it_1\phi_2 \\
z^2(-\gamma^*\phi_1 + it_1\phi_2) + z((E - \beta)\phi_2 + \alpha\phi_1) - \gamma\phi_2 + it_1\phi_1
\end{pmatrix}. \]
2.2 Analytical solution

The denominator $D(z)$ is a polynomial of order four in $z$. Therefore it has four generally complex roots. It has the property that if $z_1$ is a solution, then also $1/z_1^*$ is a solution. Let us assume that $z_{1,2}$ are solutions with $|z_{1,2}| < 1$. Then a localized edge solution exists, if the roots $z_{1,2}$ are simplified with the roots of the numerator. That is equivalent to say that the two components of $N(z)$ are linearly dependent and both proportional to $(z - z_1)(z - z_2)$.

Therefore the coefficient of $z^2$ and $z^0$ are proportional, yielding the energy independent relation between the components

$$ (\gamma^* - \gamma)(\phi_1^2 - \phi_2^2) = 0.$$ (2.14)

The solution $\gamma^* = \gamma$ is unacceptable because the Viète relations require

$$|z_1 z_2| = 1.$$ (2.15)

This goes against the premise that both have modulus smaller than one. Therefore it leaves to impose $\phi_1^2 = \phi_2^2$. Hence the edge states $\psi_1$ can be chosen to be proportional to eigenstates of $\sigma_1$

$$|x\pm\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ \pm 1 \end{pmatrix}.$$ (2.16)

The energy of the edge state can be determined by returning in $N(z)$ and applying again the linear dependence condition with the constraint that $\phi_1 = \pm \phi_2$. This yields the energy dispersion for edges localized at $j = 1$

$$E_\pm = \pm 2t_1 \cos(k_x), \quad \text{for } |x\pm\rangle.$$ (2.17)

Let us create another edge at $j = N$. The system is now a cylinder with bottom at $j = 1$ and top at $j = N$. There are hard wall boundary conditions for the wave functions, and hence there are vanishing amplitudes $\psi_0$ and $\psi_{N+1}$. The edge states localized at $N$ will be similarly eigenstates of $\sigma_1$ with respective energies, $E_\pm = \pm 2t_1 \cos(k_x)$. However, it remains to determine in the following the decay of the edge wave function in the bulk, and their extension in momentum space. The latter is addressed when assessing the existence conditions for the solutions. Because the number of edge solutions depends on the Chern phase, there are solutions that must vanish when model parameters are varied.

To construct the edge wave function use the Ansatz

$$\psi_j = z^j |x\pm\rangle.$$ (2.18)

Note that the equation in the bulk of the cylinder reads

$$[z^2\Gamma_2 + z(\Gamma_1 - E_\pm) + \Gamma_2^3]|x\pm\rangle = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.$$ (2.19)
For the $|x+\rangle$, and, respectively, $|x-\rangle$ it follows that

$$z^2(\mp it_1 + t_2 e^{ikx} - it_3) + z[m + 2t_3 \sin(k_x)] + (\mp it_1 + t_2 e^{-ikx} + it_3) = 0. \quad (2.20)$$

Note that if $z_1$ and $z_2$ are solutions for the equation corresponding to eigenstates $|x+\rangle$, then $1/z_1^*$ and $1/z_2^*$ are solutions for the equation corresponding to $|x-\rangle$.

Then at each edge there can be at most two solutions one corresponding to $|x+\rangle$ and one to $|x-\rangle$. However to construct the wave function solution is necessary to apply the boundary condition. This is exemplified in the following for a solution corresponding to $|x+\rangle$ that is localized at the bottom edge, $j = 1$.

Because there are two eigenmodes $z_{1,2}$ associated to a “spinor”, the wave function reads

$$\psi_j = (c_1 z_1^j + c_2 z_2^j)|x+\rangle, \quad (2.21)$$

where $c_{1,2}$ are coefficients. The boundary condition, $\psi_0^T = (0, 0)$, constrains the coefficients $c_+ \equiv c_2 = -c_1$. The coefficients $c_{+-}$ correspond to $|x\pm\rangle$ eigenstates. They are fixed by applying boundary conditions at the edges of the cylinder, but they are not of concern here.

Thus if there is an edge state solution, its form and energy are

$$\psi_j^{+b(t)} = c_+(z_1^j - z_2^j)|x+\rangle, \quad E = 2t_1 \cos(k_x),$$
$$\psi_j^{-b(t)} = c_-(z_1^{*j} - z_2^{*j})|x-\rangle, \quad E = -2t_1 \cos(k_x), \quad (2.22)$$

where the index $b(t)$ denotes an edge state localized near the bottom (top) of the cylinder. The eigenmodes are determined from the quadratic Eq. $(2.20)$

$$z_{1,2} = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a}, \quad (2.23)$$

with

$$a = -it_1 + t_2 e^{ikx} - it_3,$$
$$b = m + 2t_3 \sin(k_x),$$
$$c = -it_1 + t_2 e^{-ikx} + it_3. \quad (2.24)$$

It is manifest that the model can have zero, one or two solutions at an edge. For concreteness, let us examine the states localized at cylinder’s bottom ($j = 1$). If the eigenmodes $|z_{1,2}| = 1$, then the solutions $(2.22)$ describe extended bulk solutions. There are no edge solutions, if for any $k_x$,

$$|z_1| < 1 < |z_2|, \quad \text{or}$$
$$|z_2| < 1 < |z_1|. \quad (2.25)$$
In this case all solutions (2.22) diverge for \( j > 1 \). Manifestly, the same conclusions apply to the top edge.

Edge solutions can exist when both \( z_1 \) and \( z_2 \) are simultaneously smaller or greater than one. Note however that it is not possible to encounter a localized solution \( \psi_j^+ \) and \( \psi_j^- \) in the same range of \( k_x \). This is because if one is localized, then the other one has diverging eigenmodes \( z \). This indicates that if \( \psi_j^\pm \) is a localized solution in a given \( k_x \) range, then \( \psi_j^\mp t \) is a localized top solution.

Hence there are a maximum of two wave function solutions for a given edge. For \( C = 1 \), only one of the solutions \( \psi_j^\pm \) holds in the BZ and the other is diverging away from the edge. For \( C = 2 \), both solutions \( \psi_j^\pm \) are possible in distinct ranges of \( k_x \).

Note that the energy dispersion always crosses the zero energy at \( k_x = \pm \pi/2 \). At a given edge, if there are two solutions, then they are associated either to \( k_x = \pi/2 \) or \( k_x = -\pi/2 \). This answers the question: what quantum number distinguishes the edge state solutions for \( |C| = 2 \)? Any edge state can be indexed a “valley” quantum number \( \pm K \) corresponding to a zero crossing at \( \pm \pi/2 \).

The existence conditions and the respective valid edge wave functions are given by the following inequalities:

\[
\begin{align*}
|z_1| &< 1, |z_2| < 1, \\
|z_1| &> 1, |z_2| > 1,
\end{align*}
\]

\( \psi_j^+ \) and \( \psi_j^- \), \( \psi_j^-t \) and \( \psi_j^+t \) (2.26)

Let us illustrate the above results for a special point \( t_1 = 1, t_2 = 1, t_3 = 0, m = 0 \)
of the phase diagram in Fig. 1.5. This point corresponds to the “center” of the \( C = -2 \) phase and is characterized by the largest gap and flattest bands for the spectrum of the bulk states. One can expect two edge states at either end of the cylinder. The eigenmodes \( z \) are determined from Eq. (2.20)

\[
z_{1,2} = \pm i \sqrt{(-i + e^{ik_x})(-i + e^{-ik_x})}.
\]

The penetration length for the edge states is given by

\[
\xi = -1/\ln(|z_{1,2}|),
\]

\[
= 4 \ln[1 + \sin(k_x)] - \ln[1 - \sin(k_x)].
\]

In this case the edge states have maximal extension and cover the entire BZ, because the existence condition (2.26) is always respected except at points \( k_x = 0 \) and \( k_x = \pi \). At these particular points the edge states enter the bulk.

The above arguments allow to readily obtain the four edge state solutions in the \( C = -2 \) phase for \( t_1 = t_2 = 1 \) and \( m = t_3 = 0 \). The wave functions and the respective energies read

\[
\psi_{j}^{-\mathbf{K}_b} = c_j + (1 - (-1)^j) \rho_1^j |x+\rangle, \quad E = 2 \cos(k_x), \quad k_x \in (-\pi, 0),
\]

\[
\psi_{j}^{\mathbf{K}_b} = c_j - (1 - (-1)^j) \rho_1^* -j |x-\rangle, \quad E = -2 \cos(k_x) \quad k_x \in (0, \pi),
\]

\[
\psi_{j}^{\mathbf{K}_t} = c_j + (1 - (-1)^j) \rho_1^j |x+\rangle, \quad E = 2 \cos(k_x), \quad k_x \in (0, \pi),
\]

\[
\psi_{j}^{-\mathbf{K}_t} = c_j - (1 - (-1)^j) \rho_1^* -j |x-\rangle, \quad E = -2 \cos(k_x) \quad k_x \in (-\pi, 0).
\]

The indices \( t \) and \( b \) indicate whether the edge states live close to the top \( (j = L_y) \) or the bottom \( (j = 1) \) part of the cylinder. The index \( \pm \mathbf{K} \) designates edges states crossing the zero energy at \( \pm \pi/2 \) or, equivalently in this case, whether the solutions extended in the right, respectively left, half of the \([ -\pi, \pi ]\) BZ. The coefficients \( c_{\pm} \) are normalization coefficients which are not of interest here. The edge states’ energy dispersion (2.29) are plotted in Fig. 2.2 together with the numerical solution in order to show their perfect agreement.

### 2.3 Extension: Edges in a \( \mathbb{Z}_2 \) insulator

The class A topological insulator that was constructed in the previous subsections can be easily transformed into a \( \mathbb{Z}_2 \) topological insulator in the symplectic class AII by imposing time-reversal symmetry (see Tab. 1). In the following, spin degrees of freedom are added and a QSH model is created from two copies of the \( \mathbb{Z} \) insulator. The object of the present subsection is to follow the fate of the two chiral edge states obtained at the interface of \( |C| = 2 \) phases with the vacuum. Crucially, these states are not robust with respect to arbitrary one-particle, time-reversal invariant perturbations.
2.3 Extension: Edges in a $Z_2$ insulator

The most straightforward route to create the $Z_2$ insulator is the one taken in Ref. [4]. A TRI model is constructed from a $Z$ insulator model and its time-reversal copy, with opposite Chern number. If there are no terms coupling the two models, then any edge state predicted from one of the models will have a partner with opposite chirality from the other one. Let us add spin flavor and ensure that the spin $s_3$ Pauli matrix commutes with the Hamiltonian. Each of the spinless $Z$ model, now represents a polarized spin up, respectively down model, and each edge state is spin polarized.

Suppose that the spin up component is described by Eq. (1.41), while the spin down one represents its time reversed copy. This yields the following 4-band Hamiltonian:

$$H(k) = 2t_1 \cos(k_x) \sigma_1 + 2t_1 \cos(k_y) \sigma_2 s_3 + [m + 2t_2 \cos(k_x + k_y)] \sigma_3 + 2t_3 [\sin(k_x) + \sin(k_y)] \sigma_3 s_3,$$

where $s$ Pauli matrices represent electronic spin, and $\sigma$, the orbital degrees of freedom.

Because the spin Hamiltonian is created from two copies of the spinless Hamiltonian, with no spin mixing terms, the conditions for the energy gap are not changed. That means the previously found insulating phases remain insulating for the four-band model.

On a cylindrical geometry, there are edge states forming around the edges of the cylinder. Because there are no spin mixing terms, the energy spectrum is trivially obtained by “doubling” the spectra already found for the spinless Hamiltonian. More precisely it is obtained from the union of the spinless (now spin up) Hamiltonian spectrum and its reflection about $k_x = 0$ under TRS. Therefore the number of edge states will also double such that each original edge state will get a Kramers partner.

Although every previously nontrivial Chern phase will show edge states in the spinful model, not all of them are robust. Indeed, the QSH insulator constructed from of the spinless model with $|C| = 2$ allows one-particle TRI perturbations that destroys the edge states [60].

A small TRI perturbation gaps the edge states at the crossing point $k_x = \pm \pi/2$. Hence it is sufficient to analyze the system near the crossings to find such a perturbation. The low-lying edge states are described by an effective Hamiltonian, obtained by linearizing the solutions (2.29) near crossings $k_x = \pm \pi/2$. At a given edge, for the phase with $|C| = 2$, this yields:

$$H_{\text{eff}}(q_x) = \Psi_{K_R \uparrow}^\dagger v q_x \Psi_{K_R \uparrow} + \Psi_{-K_R \uparrow}^\dagger v q_x \Psi_{-K_R \uparrow} - \Psi_{K_L \downarrow}^\dagger v q_x \Psi_{-K_L \downarrow} - \Psi_{K_L \downarrow}^\dagger v q_x \Psi_{K_L \downarrow},$$

where Fermi velocity reads $v = 2t_1$. The indices of the fermionic creation and annihilation operators $\Psi^\dagger$ and $\Psi$ describe the valley ($\pm K$), the direction of motion ($L$ or $R$) and that of spin ($\uparrow$ or $\downarrow$). Note also that the first two terms in $H_{\text{eff}}$ describe the dynamics of spin up electrons, and therefore correspond to the original 2-band Hamiltonian, while the spin down terms stem from of time reversal operator $\Sigma_s$; $\Sigma_s \Psi_{K_R \uparrow} \Sigma_s^{-1} = \Psi_{-K_L \downarrow}$. The locking between the direction of the spin and that of motion means that $H_{\text{eff}}$ describes a helical liquid [60].
The edge states above are not robust because one can create the following one-particle, TRI, local perturbation that will gap the edge helical liquid in Eq. (2.31) (local meaning there is no inter-edge scattering):

$$\Psi_{KR\uparrow} \Psi_{KL\downarrow} - \Psi_{-KR\uparrow} \Psi_{-KL\downarrow} + H.c.$$ \hspace{1cm} (2.32)

It is possible to build many perturbations at the tight-binding level yielding the above form at low energy. It is noteworthy to observe that they all break the spin $s_3$ symmetry. An example of TRS perturbation in the tight-binding formulation is

$$t_4 \sin(k_x)\sigma_3 s_1.$$ \hspace{1cm} (2.33)

For the phases with $|C| = \pm 1$ no one-particle, local, TRI perturbation can result in backscattering of the edge states. The above example agrees with the statement that models with an even number of Kramers pairs of edge states are $\mathbb{Z}_2$-trivial \cite{61}.

### 2.4 Extension: Stripes of a $\mathbb{Z}$ insulator

There are still ways in which the Chern number computed analytically for a two-band model continues to be useful in multiband systems. Among the more simple ones is the “striped” topological insulator explored in the following.

Generally when two insulating phases with different Chern number are put in contact, there are edge modes that form between the phases. Consider now that one creates stripes from the same system with width of the order of the length of the unit cell. There are only two type of stripes, differentiated by parameter values $(m, t_i)$. A new 2D system is constructed by alternating the two stripes, thus creating interfaces everywhere in the volume.

The natural supposition would be that if the parameters are associated with different Chern phases then there are edge states forming everywhere in the model. This turns out to be correct; the system becomes metallic with transport everywhere in the bulk in the direction of the edges. Let us study in more detail how the phases can be determined from an analysis of the phase diagram for each stripe Hamiltonian separately.

The model $|C| = 2$ insulator in Eq. (1.41) is considered again. To simplify the problem, eliminate the $|C| = 1$ phase by forcing $t_3 = 0$. Then the Hamiltonian reads

$$H = 2t_1 \cos(k_x)\sigma_1 + 2t_1 \cos(k_y)\sigma_2 + [m + 2t_2 \cos(k_x + k_y) + 2t_4 (\sin(k_x) + \sin(k_y))]\sigma_3.$$ \hspace{1cm} (2.34)

The Chern number that indexes the insulating phases reads

$$C = \text{sgn}[-m - 2t_2] + \text{sgn}[m - 2t_2].$$ \hspace{1cm} (2.35)

In order to create the stripes, an alternating value for $t_2$ is introduced between two adjacent unit cells. In Fig. 2.3 are represented two of the cells and the striped model
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Fig. 2.3: The stripe model with alternating \( t_2 \) and \( t'_2 \) hopping term. The red contour indicates the original unit cell. After the addition of \( t'_2 \), the unit cell doubles its volume to the blue contour. The two orbitals with different on-site energy \( \pm m \) are not represented; they are indicated the Pauli matrices \( \sigma \) indicate the hopping integrals between orbitals along the three directions in the model.

which is obtained by repeating to infinity the pattern. The change is equivalent to doubling the size of the unit cell, which now contains \( t_2 \) and \( t'_2 \) hopping terms. Hence in the stripe model there are four orbitals in the unit cell. A new set of of Pauli matrices \( \tau \) are introduced to denote a “cell” degree of freedom.

Then the new Hamiltonian in momentum space reads

\[
H = 2t_1 \cos \left( \frac{k_x}{2} \right) \sigma_1 \tau_1 + 2t_1 \cos(k_y) \sigma_2 \tau_1 \\
+ \left[ m + (t_2 + t'_2) \cos \left( \frac{k_x}{2} + k_y \right) \right] \sigma_3 \tau_0 + (t_2 - t'_2) \cos \left( \frac{k_x}{2} + k_y \right) \sigma_3 \tau_3.
\]

Therefore the energy dispersion reads

\[
E = a^2 + b^2 + c^2 \pm 2\sqrt{(a^2 + b^2)c^2},
\]

with

\[
a = 2t_1 \sqrt{\cos^2(k_x/2) + \cos^2(k_y)}, \quad b = m + (t_2 + t'_2) \cos(k_x/2 + k_y), \\
c = (t_2 - t'_2) \cos^2(k_x/2 + k_y)).
\]

Note that because the unit cell is doubled, the Brillouin zone shrinks by a factor of two. However, here \( k_x \) was rescaled such it continues to run from \( \pi \) to \( -\pi \). Due to the folding of the BZ there are trivial solutions where the energy goes to zero, i.e. \( (k_x, k_y) \in \{ (0, \pm \pi/2), (\pi, \pm \pi/2) \} \). These points correspond to the edges of the metallic region. They correspond to \( m = \pm 2t_2 \) and \( m = \pm 2t'_2 \). But this lines in parameter space correspond exactly to the topological transitions between the topological phases for the
Fig. 2.4: (a) Superimposed phase diagram for each of the two stripe-Hamiltonian (one with $t_2$, the other with $t'_2$) gives the complete phase diagram for the system. The Chern numbers index the (non)trivial phases according to Eq. (2.35). In grey is represented the metallic phase, where Chern number is exchanged at every stripe edge in the model. (b) Numerical Chern number calculation for the green line on the phase diagram (a), with $(t_2 = 0.5, t'_2 = 1)$ and $m$ varying in $[-3, 3]$. When the line crosses the metallic phase the Chern number is not defined; here this is seen as $C$ taking fractional values between the well-defined $C = 0$ and $C = -2$ phases.

bulk Hamiltonian corresponding to the two stripes (see Eq. (2.35)). This solution indicates that, in order to determine the phase diagram of the model, it suffices to know the phase diagram for the two submodels.

When the two stripes are in the same connected topological phase, then no edge state are expected to appear between them. Therefore the overall system stays in the same gapped topological phase. Nevertheless, for disconnected phases described by the same index (for example, separated by a different phase), edge states might appear, rendering the system metallic. In every case where a Chern number is exchanged at the interface, edge channels will form, rendering the system metallic. Then the phase diagram can be seen by superposing the phase diagrams for the submodels (see Fig. 2.4(a)).

The above result is first tested by numerically computing the energy spectrum. This confirms the presence of metallic phases in the exact window predicted by the superposition argument that brought the diagram in Fig. 2.4(a). A more discerning investigation involves computing the Chern number for different parameters of the Hamiltonian.

At half-filling, there are two occupied (indexed by $n$) and two unoccupied bands (indexed by $n'$). Then the Chern number is determined numerically [17, 41]

$$C = \frac{1}{2\pi} \int_{BZ} d^2k \Omega_{xy}(k),$$

(2.39)
in terms of Berry curvature, $\Omega_{xy}$, for the occupied bands

$$\Omega_{xy}(k) = -2 \sum_{n \text{ occ.}} \sum_{n' \text{ unocc.}} \frac{\text{Im}[(v_x)_{nn'}(v_y)_{n'n'}]}{(E_n - E_{n'})^2},$$

(2.40)

where $(v_x)_{nn'}$ is expectation value of the velocity operator between one occupied and one unoccupied band

$$(v_x)_{nn'} = \langle n|\nabla_k H|n'\rangle.$$  

(2.41)

For example, $t_2$ and $t'_2$ are fixed, and $m$ is varied in Fig. 2.4(b) to yield the expected values for the Chern number. Note that the Chern number is not well-defined in the metallic region. This is reflected in spurious fractional values between well-defined integer values (in the Fig. 2.4(b), $C = 0$ and $C = -2$).

In conclusion, the four-band model phases can be entirely determined from the original two-band model. This is not a surprise as the striped topological insulators is obtained from doubling the original model. In the case of the $\mathbb{Z}_2$ insulator, the doubling of the model kept all the gaps in the original model. However, in the striped topological insulators, if an edge state forms between two stripes as a consequence of disconnected topological phases, then the entire 2D model becomes metallic.

2.5 Discussion

The analytical methods in studying the edge states in topological insulators need further development. The encompassing generality in the description of bulk phases contrasts the short-sightedness of edge state investigations. For example, both methods used to compute the edge state solution took advantage of the fact that the 1D Schrödinger equation that describes the system connects only near-neighbor sites in the direction transverse to the edge. This is an artifact of the specific way in which the edge was cut. An open question remains how to adequately describe generic edge states in topological insulators. The decomposition effected in Chap. 1 of two-band models into gapless system plus a mass term gives hope that this could be used to describe such generic states. In perspective, it would take an extension of methods developed to study general edge states in graphene [62, 63] by considering now the role of the mass term.

A final word of caution is in order. Edge states can also exist between zones with identical Chern number. For example, in topologically trivial gapped graphene, edge states form at a domain wall due to a change in the on-site energy [64, 65]. The same effect was observed in simulations carried in Sec. 2.4, and led to the apparition of metallic phases when the stripes are created out of disconnected topological phases with the same Chern number. This surprising effect needs further investigation to check the robustness of the edge states. Moreover it adds a new level of difficulty in describing the physics of the edge states, because it drastically amends the rule of thumb that equals the number of edge solutions to the variation of the Chern number across an interface.
Part II

Majorana fermions
Chapter 3

Introduction

This introductory chapter contains a primer to Majorana fermions. First they are presented as real solutions to the Dirac equation. Secondly they emerge as quasiparticles in different condensed matter realizations. Among these, two one-dimensional systems are particularly relevant in the context of this thesis and therefore are presented in more detail: the Kitaev model [66] and the spin-coupled semiconducting wire supporting Majorana fermions in proximity of an $s$-wave superconductor [24, 25]. Finally, the chapter also includes a presentation of the concept of Majorana polarization as an order parameter to describe a topological transition.

3.1 Majorana fermion primer

3.1.1 Dirac equation and the Majorana condition

A fermionic particle that is its own antiparticle is a Majorana fermion [67]. For a solution, $\Psi$, to the Dirac equation, it is possible to define the antiparticle solution, $\Psi^c$, obtained under the charge conjugation operation. When the two are equal, they correspond to a Majorana particle.

Let us detail the charge conjugation operation by following Ref. [68]. The three-dimensional Dirac equation for a spin-1/2 particle in the presence of an electromagnetic field $A_\mu$ reads

$$ (i\Gamma^\mu(\partial_\mu - ieA_\mu) - m)\Psi = 0. \quad (3.1) $$

The Greek indices run over the spatial (1, 2, 3) and temporal (0) components, while the Roman indices run only over the spatial ones. The $\Gamma$’s are the $4 \times 4$ Dirac matrices and are conventionally chosen as

$$ \Gamma_0 = \sigma_0 \otimes \tau_3, \quad \Gamma^j = i\sigma_j \otimes \tau_2, \quad (3.2) $$
where $\sigma$ and $\tau$ are the usual $2 \times 2$ Pauli matrices. The $\Gamma$ matrices obey the Clifford algebra

$$\{\Gamma^\mu, \Gamma^\nu\} = 2\eta_{\mu\nu}, \quad (3.3)$$

with $\eta_{\mu\nu}$ the Minkowski metric tensor, diag$(1, -1, -1, -1)$.

The charge conjugate solution $\Psi_c$ will obey the same Dirac equation $(3.1)$, but with opposite charge $-e$. That allows one to define the charge conjugation operator $C$, that yields the equation

$$C(i\Gamma^\mu (\partial_\mu - ieA_\mu) - m)\Psi = (i\Gamma^\mu (\partial_\mu + ieA_\mu) - m)C\Psi,$$

$$= 0, \quad (3.4)$$

where $C\Psi = \Psi_c$. Note that the operator $C$ is anti-unitary and therefore must contain the complex conjugation operator $K$. It must also contain the only imaginary $\Gamma$ matrix such that $[C, i\Gamma^\mu] = 0$. Hence the charge conjugation operator can be represented up to a global phase by

$$C = \Gamma^2 K. \quad (3.5)$$

Let us now consider the fulfilled Majorana condition, that a particle is identical to its antiparticle

$$\Psi_c \equiv C\Psi = \Psi. \quad (3.6)$$

Crucially this condition is Lorentz invariant and it is therefore valid in any reference frame [69]. Moreover, it is immediate from equation $(3.1)$ that only a neutral spin-$1/2$ fermion can obey the condition, $e = 0$. Therefore both $\Psi$ and $\Psi_c$ are solutions to the same Dirac equation

$$(i\Gamma^\mu \partial_\mu - m)\Psi(c) = 0. \quad (3.7)$$

The original Dirac spinor $\Psi$ is a complex four-component spinor. Hence it is described by eight free real parameters. Under the Majorana condition four are fixed. For example, if the Dirac spinor is written as $\Psi^T = (\phi^T, \chi^T)$, with $\phi$ and $\chi$ two-component spinors, then the under Majorana condition

$$\Psi = \left( \begin{array}{c} \phi \\ \sigma_2 \phi^* \end{array} \right). \quad (3.8)$$

Because $\phi$ is generally complex, a Majorana fermion has only four real components. Under a unitary transformation one can obtain purely real Majorana fermions, where each of its four components is real. This happens in a Majorana representation, where all the $\Gamma$ matrices, not only $\Gamma^2$, are imaginary. Here the charge conjugation becomes complex conjugation and Majorana condition emerges as a strict reality condition

$$\Psi = \Psi^*. \quad (3.9)$$
A possible choice for a Majorana basis is
\[ \Gamma^0 = \sigma_2 \otimes \tau_1, \quad \Gamma^1 = i\sigma_3 \otimes \tau_0, \quad \Gamma^2 = -i\sigma_2 \otimes \tau_2, \quad \Gamma^3 = -i\sigma_1 \otimes \tau_0, \] (3.10)
with \( \Gamma \)'s that continue to obey the Clifford algebra.

Although Majorana particles are theoretically valid solutions to the Dirac equation, they have never been found among the fundamental particle. To this moment the neutrino remains an open possibility as a massive Majorana particle.

### 3.1.2 Particle-hole symmetry

In recent years, the idea of a Majorana fermion was resurrected in the context of condensed matter where it could be realized as a quasiparticle in a superconductor \[ \text{[70].} \]

Intuitively it is natural to search in a superconductor because quasiparticle excitations contain both particle and hole degrees of freedom. A hole is simply the “antiparticle” of an electron.

In the language of creation and annihilation operators, the charge conjugation operation discussed previously is simply the operation of taking the Hermitian conjugate. That follows because creating an electron is identical to destroying a hole with opposite momentum.

At mean field level, the Hamiltonian for a superconductor in the second quantification reads \[ \text{[13]}. \]

\[ H = \frac{1}{2} C^\dagger \mathcal{H} C, \] (3.11)

with \( C^\dagger = (c^\dagger, c) \) and \( c \) is a row (or column, depending on context) vector comprising the annihilation operators at all the lattice sites in a superconductor, eventually with a spin index (\( c^\uparrow \) or \( c^\downarrow \)). The “first-quantized” Bogoliubov-de Gennes Hamiltonian reads

\[ \mathcal{H} = \begin{pmatrix} \mathcal{H}_0 & \Delta \\ \Delta^\dagger & -\mathcal{H}_0^* \end{pmatrix}, \] (3.12)

where \( \Delta \) is the matrix containing the superconducting order parameters. The action of the charge conjugation transformation is to convert a particle into a hole and vice versa

\[ C c C^{-1} = c^\dagger. \] (3.13)

The Hamiltonian exhibits the charge conjugation symmetry

\[ [C, H] = 0. \] (3.14)

Together with the Hermiticity of \( \mathcal{H} \), it is sufficient to determine the consequences of charge conjugation symmetry on the BdG Hamiltonian,

\[ C \mathcal{H} C^{-1} = \tau_1 \mathcal{H} \tau_1 = -\mathcal{H}^*, \] (3.15)
where $\tau$ are the usual Pauli matrices acting in particle-hole space. This allows to define a particle-hole symmetry represented by an anti-unitary operator $C'$ that anticommutes with the Hamiltonian. Note that it is not a proper symmetry, due to the anticommutation

$$\{C', H\} = 0, \quad \text{with } C' = \tau_1 K,$$

and $K$ the complex conjugation operator. The consequence of this property is that any eigenstate of the BdG Hamiltonian has a particle-hole conjugate with opposite energy. That is, the presence of the PHS immediately reflects itself as redundancy in the solutions to the BdG equations. For example, take the Schrödinger equation

$$H\psi = E\psi, \quad \psi^T = (u^T, v^T),$$

where $u$ ($v$) stands for the particle (hole) component of the wave function. The solutions describe the quasiparticles excitations above the BCS ground state. Then if $(u^T, v^T)$ is the solution with energy $E$, then $(v^T, u^T)$ is the particle-hole conjugate with energy $-E$. In contrast, a quasiparticle solution is a Majorana fermion if it is equal to its own particle-hole conjugate (anti-quasiparticle), at the same energy. This implies that a Majorana fermion can be realized only at zero energy.

A solution to the mean-field equation can also be represented by a quasiparticle creation operator

$$\gamma^\dagger_E = \sum_j u_{j,E} c_j^\dagger + v_{j,E} c_j,$$

where $j$ runs over all the sites (orbitals, and spins) in the superconductor. Then the particle-hole and Majorana conditions can also be concisely expressed as

$$\gamma_E = \begin{cases} 
\gamma^\dagger_{-E}, & \text{PHS condition}, \\
\gamma^\dagger_E, & \text{Majorana condition}.
\end{cases}$$

Trivially both conditions are satisfied at zero energy for $u_{j,0} = v^*_{j,0}$.

It is not always possible to impose the Majorana conditions for the zero modes in superconductors. In a spin-singlet superconductor, an excitation has the structure

$$\gamma^\dagger_\alpha = \sum_j u_{j,\alpha} c_{j,\alpha}^\dagger + v_{j,-\alpha} c_{j,-\alpha},$$

where $\alpha$ is a spin index $\uparrow / \downarrow$. Now $j$ runs only over the site and orbital degrees of freedom. The Majorana condition reads $\gamma^\dagger_\alpha = \gamma_\alpha$, and the quasiparticle and the anti-quasiparticle contain different electron and hole creation operators. Hence, no matter the value of the coherence factors $(u_{j,\alpha}, v_{j,\alpha})$, it is not possible to create a Majorana fermion.
In conclusion, a spin-singlet superconductor does not allow naturally the formation of Majorana fermions. Nevertheless, there are ways to create Majorana fermions using spin-singlet superconductivity in concert with different ingredients that will be enumerated afterwards. However up to now, the presence of superconductivity stands out as a necessary condition for finding Majorana fermions in condensed matter. The mechanism involves always finding a quasiparticle that is its own antiparticle.

By inverting the relation (3.20), one can express the regular creation and annihilation operators in terms of Majorana fermions. This decomposition is generally available and resembles the representation of a complex number using two real numbers, its imaginary and real parts. Throughout this thesis the following representation of a creation operator is used

\[ c^\dagger = e^{i\theta/2} \frac{1}{\sqrt{2}} (\gamma_1 - i\gamma_2), \]

where the angle \( \theta \) is an arbitrary degree of freedom in defining the Majorana fermions. Therefore the Majorana fermions obey the Clifford algebra

\[ \{\gamma_A, \gamma_B\} = \delta_{A,B}, \]

where \( \delta_{A,B} \) is the Kronecker symbol and \( A, B \) are Majorana indices, 1 or 2. Moreover, unlike complex fermions, Majoranas do not square to zero, but \( \gamma_A^2 = \frac{1}{2} \).

Let us couple two Majorana fermions, \( \gamma_1 \) and \( \gamma_2 \). Working in the basis of the eigenstates of \( \gamma_1 \) and \( \gamma_2 \), the coupling \( 2i\gamma_1\gamma_2 \) will act as a Pauli \( \sigma_2 \) matrix with eigenvalues \( \pm 1 \). The occupation number of the fermionic operator created from the Majoranas then reads

\[ c^\dagger c = \frac{1}{2} + i\gamma_1\gamma_2. \]

Therefore the occupation number \( c^\dagger c \) is either 0 or 1. In the limit of a very weak coupling \( \varepsilon \) between the Majorana fermions (for example they can be located far away), they can still create a nonlocal fermionic state that is either full or empty. For vanishing coupling, \( \varepsilon \to 0 \), the ground state is effectively degenerate, and it costs \( \varepsilon \) to fill or empty the fermionic state. Therefore if the system contains \( N\gamma_1 \) and \( N\gamma_2 \) Majoranas, the ground state degeneracy will then be \( 2^N \). Systems with such a highly degenerate state were proposed in Ref. [72], where the Majorana fermions are trapped in vortex cores of 2D \( p+ip \) superconductor. Moreover, interchanging the Majorana fermions through a continuous adiabatic process generates a different ground state wave function that depends on the precise trajectory taken by the vortices. This dependence on the topology of paths taken by the vortices indicates the non-Abelian character of the ground state.

One of the main interest in finding Majorana fermions lies in using the highly degenerate ground state to store information. Then computations can be realized on it by taking advantage of its non-Abelian character and the protection of Majorana fermions. The catalog of operations on the ground state form a representation of the braid group [73]. The goal of this research is to finally realize a topological quantum computer [72].
3.2 Condensed matter realizations

3.2.1 Overview

The reader is referred to excellent reviews that provide a good panorama of the research on Majorana fermions in condensed matter systems [74, 75]. Here it suffices to mention a few milestone in the evolution of the field.

As seen before, in condensed matter physics Majorana fermions can be realized as quasiparticles in spinless or triplet-pairing superconductors. They are possible as zero energy excitations in systems with particle-hole symmetry.

Naturally they were first proposed in 2D \( p + ip \) superconductors [70], where they could be realized as bound modes in the vortices of the superconductor. A 1D variation was soon after treated by Kitaev [66], where Majorana states in a spinless tight-binding model appear as bound states at the ends of the wire. Different proposals followed these two paths: boundary states in \( p \)-wave superconductors or Caroli-de Gennes-Matricon states [76], where the Majorana fermion appear when a magnetic flux penetrates a type II \( p \)-wave superconductor. Other materials in which Majorana fermions are thought to appear are 2D electron gases in the fractional Hall regime at 5/2 filling factor [77], and two-dimensional strontium ruthenate, \( \text{Sr}_2\text{RuO}_4 \) [78] (and [79] for experiments). They were also proposed to form in \( p \)-superfluids in ultracold atom gases [80, 81].

The problem with the 2D \( p \)-wave superconductors is that they are rare materials. Moreover, for the case of Majorana states bound to vortices, there are more excited states within the bulk gap rendering fragile the protection of the zero modes [75].

A revolution of the field came when it was realized that one can replace the \( p \)-wave superconductors with \( s \)-wave superconductors and one can have an effective \( p \)-wave superconducting pairing mediated through \( s \)-wave pairing. The first example was proposed in Ref. [82]. There Majorana end states appear in a 2D topological insulator deposited on an ordinary \( s \)-wave superconductor. The chiral edge states in the topological insulator can be coupled through the \( s \)-wave pairing such that inside the gap one can have a pair of Fermi points (or more precisely an odd number in half the BZ) and an effective \( p \)-wave pairing. Numerous proposals have followed which are using topological insulators and superconductors as a basic setup for creating Majorana excitations [83, 84]. Some of the experiments following the theoretical proposals are reported in Ref. [85].

Nevertheless, topological insulators remain exotic materials. More recently, proposals have emerged where topological insulators are replaced by regular semiconducting wires with a strong-spin orbit coupling under a magnetic field [24, 25, 86]. They are one of the main subjects of the thesis and they will be described in more detail in the next sections. Several articles expanded on this direction, in semiconducting quantum wells [87], or in multiband spin-orbit coupled wires [88, 89]. Experiments in these directions were pursued by several groups [90, 91]. There are also variations to these systems which dispense with the spin-orbit coupling [92, 93].

Let us finally note the prediction of Majorana fermions in non-centrosymmetric su-
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Fig. 3.1: Two topological phases of the Kitaev model. The red and blue denote two Majorana fermions that compose a regular complex fermion, represented in black. (a) Trivial phase where the Majoranas are coupled inside each site. (b) Nontrivial phase where Majorana in adjacent sites hybridize to form a complex electron. Unpaired zero modes are left at the end of the wire.

perconductors [94, 95] and or in ultracold atomic gases with $s$-wave superconductivity [98].

For the detection of the Majorana modes the principal directions are: interferometry [97, 98], measuring nonlocal tunneling [99, 100], fractional Josephson effect [66, 101], the detection of zero bias conductance peak [102, 103], etc.

3.2.2 Kitaev model

The present thesis is limited to the study of phenomena related to Majorana fermions arising in one dimensional systems. The following Kitaev model inescapably arises as a paradigm for 1D systems supporting Majorana fermions. Therefore it is worthy to probe it in more detail.

The model was proposed in Ref. [66] and it is captured by the tight-binding Hamiltonian

\[
H = \sum_{j=1}^{N} \left( \frac{1}{2} - c_j^\dagger c_j \right) \mu + (-t c_j^\dagger c_{j+1} + \Delta c_j c_{j+1} + \text{H.c.}),
\]

where $j$ runs over all the sites $N$ of a finite lattice. It is a 1D toy model describing spinless electrons that experience a superconducting pairing $\Delta$, treated at the mean-field level; $\mu$ is the chemical potential and $t$ is the hopping strength. It was argued that such system can present Majorana, zero energy states bound at the two ends of the wire. This work was motivated by the search of a qubit that is protected with respect to perturbations. The qubit is formed by the two entangled Majorana states. Nevertheless, the interest in the following will be centered on the conditions and the description of the topological phase.

The Majorana fermions exist as quasiparticle excitations and that explains the need for superconductivity. The system is spinless, yielding essentially a $p$-wave superconductor, with the quasiparticles $\gamma$ obeying the reality (Majorana) condition $\gamma = \gamma^\dagger$. Moreover the system has a bulk gap that protects eventual zero energy modes.
3.2 Condensed matter realizations

Through a gauge transformation, the phase of the superconducting parameter can be absorbed in the definition of the creation and annihilation operators. For \( \Delta = |\Delta| e^{i\phi} \) the complex superconducting, the new operators are chosen such that

\[ c_j e^{i\phi/2} \rightarrow c_j. \]  

Then, without loss of generality, \( \Delta \) is chosen here to be a real positive quantity.

Any fermionic Hamiltonian supports a rewriting in terms of Majorana fermions:

\[ \gamma_1 = \frac{1}{\sqrt{2}} (c^\dagger + c), \]
\[ \gamma_2 = \frac{i}{\sqrt{2}} (c^\dagger - c). \]  

Thus any complex fermion is formally split into two Majorana fermions.

Then the Hamiltonian has the form

\[ H = i \sum_{j=1}^{N} \mu \gamma_j^1 \gamma_j^2 + 2 \left[ (\Delta - t) \gamma_j^1 \gamma_{j+1}^2 + (\Delta + t) \gamma_j^2 \gamma_{j+1}^1 \right]. \]  

The resulting tight-binding Hamiltonian can present bound states that consist in having a zero mode Majorana fermion trapped at each edge. For example, a limit case follows for \( \mu = 0 \) and \( \Delta = t \), when the Hamiltonian reduces to

\[ H = 4it \sum_{j=1}^{N} \gamma_j^2 \gamma_{j+1}^1, \]  

and Majorana fermions are coupled only between neighboring sites. Then two unpaired Majorana fermions remain at the ends of the chain, \( \gamma_1^1 \) and \( \gamma_N^2 \) (see Fig. 3.1(b)). They are completely localized at the extremity sites and have zero energy as they are decoupled from the Hamiltonian. However there will be a residual interaction between the end modes, rapidly decreasing with the length \( aN \) of the wire \( O(e^{-aN/\xi}) \), where \( \xi \) is the superconducting coherence length and \( a = 1 \), the lattice constant. Note that in the absence of the hopping \( t \) and the superconducting pairings \( \Delta \), the Hamiltonian couples only Majoranas on the same site. This latter limit case represents a trivially gapped system, an atomic insulator.

The zero modes, protected by the bulk gap and the PHS, subsist at zero energy when parameters begin to vary from the values set above. They will start to extend, but they will remain Majorana fermions. The topological phase can be empirically tracked by knowing where the bulk gap closes in parameter space and if there are such exotic bound states in between two bulk closings.

The topological phase was characterized by a \( \mathbb{Z}_2 \) topological invariant denoted by \( \mathcal{M} \) in Ref. [66]. If the wire supports Majorana fermions, then \( \mathcal{M} = -1 \), and, if the system is in a trivial gapped phase, then \( \mathcal{M} = 1 \). When the bulk gap closes, \( \mathcal{M} \) is undefined.
Any free fermionic Hamiltonian can be written in the basis of Majorana fermions as

$$H = \frac{i}{2} \sum_{m,n} A_{m,n} \gamma^m_1 \gamma^n_2,$$

(3.29)

where $A$ is a real, anti-symmetric matrix (due to the anticommutation of Majorana fermions). The way to characterize the topological properties of the system involves (anti)-periodizing the system in a ring form. Then the topological invariant was shown [66] to be given by

$$\mathcal{M}(H) = \text{sgn}(\text{Pf}[A^p]\text{Pf}[A^a]),$$

(3.30)

where $A^{p,a}$ represents the system with periodic, respectively antiperiodic, boundary conditions and Pf denotes the Pfaffian of the matrix.

There is an alternative way to characterize the topology of the system. Note that the system is time-reversal invariant in the class of chiral one-dimensional BDI systems (see Tab. [1]). As such, the system equally supports a characterization by a winding number $w$.

The system is made infinite such that there is translational invariance. Hence momentum $k$ remains a good quantum number. The Hamiltonian is Fourier transformed in momentum space, so that in the basis $C^\dagger_k = (c_k^\dagger, c_{-k})$ it reads

$$H = \frac{1}{2} \sum_k C^\dagger_k H C_k.$$

(3.31)

The BdG Hamiltonian without the constant $\sum_j \mu/2$ takes the form

$$\mathcal{H} = \begin{pmatrix} -\mu - 2t \cos k & -2i \Delta \sin k \\ 2i \Delta \sin k & \mu + 2t \cos k \end{pmatrix}.$$  

(3.32)

The bulk energy dispersion reads

$$E_{\pm} = \pm \sqrt{(\mu + 2t \cos k)^2 + 4|\Delta|^2 \sin^2 k}.$$  

(3.33)

Therefore the bulk gap closes for $k = 0$ and $\mu = -2t$, or $k = \pi$ and $\mu = 2t$.

The Hamiltonian can be expanded in a basis of particle-hole Pauli matrices $\tau$

$$\mathcal{H} = h_2 \tau_2 + h_3 \tau_3,$$  

(3.34)

with $h_2 = 2\Delta \sin k$ and $h_3 = -\mu - 2t \cos k$. Note that the system obeys the TRS, represented by the operator of complex conjugation $K$ and the chiral symmetry, represented by the operator $\tau_1$. Also note that the unit vector Hamiltonian, $\hat{h}$, is a mapping...
from the one dimensional torus $T^1$ to the circle $S^1$. Therefore the behavior of $h$ can be characterized by a winding number $w$ (see also Sec. 6.1.2)

$$w = -\frac{1}{2} \sum_{k \in \{0, \pi\}} \text{sgn}[\partial_k h_2 h_3],$$

$$= \frac{1}{2} (\text{sgn}[2t - \mu] + \text{sgn}[2t + \mu]),$$

(3.35)

where the sum was performed over the nodes of the dispersion ($k = 0$ and $k = \pi$). The winding number is either zero, for $|\mu| > 2|t|$, and there are no edge states inside the gap, or one, for $|\mu| < 2|t|$, and there are Majorana edge states inside the gap.

This allows to relate the winding number to the $\mathcal{M}$ topological index:

$$\mathcal{M} = \begin{cases} 
-1, & |\mu| < 2|t|, \\
1, & |\mu| > 2|t|, 
\end{cases}$$

(3.36)

where $\mathcal{M} = 1$ denotes that the trivial strong-pairing phase and $\mathcal{M} = -1$, the weak-pairing phase (the topological phase) [75].

Note that because the system is described by a $\mathbb{Z}$ invariant, it could sustain multiple Majorana modes at a given edge. The fact that there are only two topological phases is entirely due to the fact that it involves only nearest-neighbor couplings. Chap. 6 treats an extension of the Kitaev model in the BDI class, with distant-neighbor couplings, which exemplifies a case with winding number higher that one, $|w| = 2$ and two Majorana modes at a given edge.

A different evaluation of the topological invariant $\mathcal{M}$ is given by [66, 24]

$$\mathcal{M} = (-1)^{\nu(\pi) - \nu(0)},$$

(3.37)

where $\nu(k)$ is the number of negative eigenvalues of $\mathcal{H}$ at the $k$ point. Here $[0, \pi]$ is half the BZ and then $\nu(\pi) - \nu(0)$ is the number (mod 2) of Fermi points in half-BZ. This definition relies on the existence of the PHS symmetry that ensures that the other half of the BZ has the same number of Fermi points.

Therefore the conditions to have Majorana fermions in the system are, up to now: having a spinless or spin-triplet superconductor, a bulk gap, and an odd number of Fermi points in half the BZ.

### 3.2.3 1D spin-coupled semiconducting wire in proximity to an $s$-wave superconductor

The Kitaev toy model needs to be implemented in a more realistic setting. Among different proposals a special attention is given in the present thesis to one which uses a 1D spin-coupled semiconducting wire in the proximity to an $s$-wave superconductor and under the effect of a magnetic field to realize Majorana end modes [24, 25]. Such model
has received a lot of attention in the experimental community due to the use of the simplest ingredients. Instead unconventional superconductors, it needs the more available $s$-wave singlet superconductors. Moreover, by using semiconductors, instead of topological insulators, it can take advantage of the tremendous experimental know-how in the fabrication and manipulation of semiconducting wires.

The race to experimentally discover Majorana fermions was purportedly ended when a zero-bias conductance signature was detected in a superconductor-normal system that is based on the aforementioned model [90]. However, recent doubts have been raised, claiming that a robust zero-bias signature can be due to the presence of disorder [104, 105] or Kondo resonances [106].

In the present section, the system and its phases will be presented more on a phenomenological level. The next chapter treats a direct extension of the model when a Dresselhaus spin-orbit coupling is included. That will be the place for a more detailed analytical and numerical treatment.

The system is described by the Hamiltonian (see also [107])

$$H = \int dx \left[ \psi^\dagger \left( \frac{p^2}{2m} - \mu + \alpha p \sigma_2 + B_z \sigma_3 \right) \psi + (\Delta \psi_\uparrow \psi_\downarrow + \text{H.c.}) \right],$$

(3.38)

where $\sigma$ are the Pauli spin matrices. This Hamiltonian models a 1D semiconducting wire extended in the $x$-direction at chemical potential $\mu$ (see Fig. 3.3). The wire experiences a proximity effect due to the presence of the $s$-wave superconductor. These leads to superconducting correlations inside the wire, which are expressed at mean-field level by the presence of the superconducting parameter $\Delta$. There is also Rashba spin-orbit coupling $\alpha$ which tends to align the spins in the $y$-direction. Finally there is a magnetic field $B_z$ perpendicular to the spin-orbit field. All these elements are necessary to reproduce at low energy the Kitaev model. First it is necessary to lift the spin degeneracy to allow for the possibility of an odd number of Fermi points. Let us see how this happens by studying the bulk energy dispersion.

Due to the presence of the anomalous pairings $\psi_\uparrow \psi_\downarrow$ one can write the Hamiltonian
in a BdG form
\[
H = \frac{1}{2} \int \Psi^\dagger \mathcal{H} \Psi \, dx, \quad \Psi^\dagger = (\psi^\dagger_\uparrow, \psi^\dagger_\downarrow, \psi_\downarrow, -\psi_\uparrow),
\]
\[
\mathcal{H} = \left( \frac{p^2}{2m} - \mu + \alpha p \sigma_z \right) \tau_3 + B_z \sigma_3 - \Delta \tau_1,
\]
(3.39)

where \( \tau \) are the Pauli matrices in particle-hole space. By squaring twice the Hamiltonian \( \mathcal{H} \) it follows that the bulk energy reads
\[
E^2 = \xi_p^2 + \alpha^2 p^2 + B_z^2 + \Delta^2 \pm 2(\xi_p^2 \alpha^2 p^2 + \xi_p^2 B_z^2 + \Delta^2 B_z^2)^{1/2},
\]
(3.40)

with \( \xi_p = p^2/2m - \mu \). Due to the particle-hole symmetry, any state at energy \( E \) has a counterpart at \(-E\). Also any state with momentum \( p \) has a counterpart with the same energy and opposite momentum. Because of this redundancy, it suffices to analyze the first quadrant (\( E > 0 \) and \( p > 0 \)) of the dispersion in Eq. (3.40). Without loss of generality \( \mu \) can be set to zero in the following.

For vanishing magnetic field and superconducting correlations, \( B_z = \Delta = 0 \), the spin \( y \) states \( |y\pm\rangle \) are good eigenstates of the system. Hence the spin-orbit coupling yields two shifted parabolas for the dispersion for the two spins (see Fig. 3.3(a)). However the system still needs to be gapped. The superconducting gap is not sufficient to generate Majorana fermions. This is because the system remains time-reversal invariant and therefore the gaps at \( p = 0 \) and \( p = p_F \) (Fermi momentum) are identical. Then for every energy, there will be an even number of Fermi points for \( p \in [0, \infty) \). Therefore it is necessary to break the time reversal invariance by adding a magnetic field \( B_z \), which gaps the system at \( p = 0 \) (see Fig. 3.3(b)).

Note that there are two gaps in the system. One at Fermi momentum, which is proportional to the induced gap \( \Delta(p_F) \propto \Delta \), and a gap at \( p = 0, \Delta(0) = B_z - \sqrt{\mu^2 + \Delta^2} \). Crucially the gap at \( p = 0 \) can change its sign. When the Zeeman energy dominates the superconducting gap, the gap at \( p = 0 \) and the gap at \( p_F \) are of opposite type. This is the condition for the presence of Majorana fermions
\[
B_z^2 > \mu^2 + \Delta^2.
\]
(3.41)

The above condition is obtained rigorously from an analysis of topological invariants in the next chapter. It suffices to say that if \( |\Delta| < |B_z| \) there is a range of \( \mu \) for which the system is in the topological phase. This quantity can be changed by gating and one wishes to have a window as large as possible in the chemical potential. However the Zeeman field cannot be increased \textit{ad lib} as it tends to destroy the Cooper pairs by polarizing the electrons in \( z \)-direction. Moreover, the breaking of time reversal symmetry makes the system susceptible to disorder, which in turn can close the bulk gap \([108]\). A large SOC is needed to combat the effect of the magnetic field by enforcing the anti-alignment of electron spin with opposite momentum. However, the downside is that a large SOC suppresses the electron mobility \([109, 75]\).
Finally, it is necessary to clarify how can an s-wave superconducting pairing \( \Delta \) mediate \( p \)-superconductivity. For that one works in the window provided by the topological condition in Eq. (3.41) [24]. Assuming that the superconducting parameter \( \Delta \) is very small in comparison to \( B_z \), one can diagonalize the Hamiltonian (3.38) to yield energy

\[
E_{\pm} = \xi_p \pm \sqrt{B_z^2 + \alpha^2 p^2},
\]

and the two eigenvectors are

\[
\psi_{\pm} = \frac{1}{N_{\pm}} \left( B_z \pm \sqrt{B_z^2 + \alpha^2 p^2} \right),
\]

where \( N_{\pm} \) are chosen to normalize the spinors. The Fermi energy is between the two bands. Then the Hamiltonian with the superconducting pairing term can be projected on the lower band, and then one has access to the physics at the Fermi momentum. The Hamiltonian projected on the occupied band reads

\[
H = \int dp \left[ E_- \psi_- (p) \psi_- (p) + [\Delta_- (p) \psi_- (p) \psi_- (-p) + \text{H.c.}] \right],
\]

\[
\Delta_- (p) = \frac{i \alpha p \Delta}{2 \sqrt{B_z^2 + \alpha^2 p^2}}.
\]

The effective pairing is an odd function in the momentum \( p \), pairing particles in the same band with opposite momentum. Thus one has effective \( p \)-wave symmetry for spinless electrons induced through an s-wave superconducting pairing.
3.3 Majorana polarization

This final introductory section advances the notion of Majorana polarization \[110\]. The concept tries to answer the need for a local order parameter that can adequately describe the topological transition from a trivial gapped phase to a Majorana supporting gapped state. It will be used in the next chapters as a means to identify zero modes in spinful topological superconductors as Majorana states.

In short, the Majorana polarization amounts to having a measure of the degree of anomalous triplet pairing in the system. As it was shown in the previous sections, this unconventional pairing can be effectively produced even in semiconducting systems in proximity to a spin-singlet superconductor. Here superconductivity is treated only at the mean field level. If at the Fermi energy the system is effectively a triplet superconductor and there are zero modes protected by a bulk gap, then they are Majorana fermions. In this sense, Majorana polarization is an necessary (but not sufficient) condition for having Majorana fermions.

The Hamiltonian for a spinful 1D superconductor (or in proximity to a superconductor) is given by

\[
H = \frac{1}{2} \int dx \Psi^\dagger \mathcal{H} \Psi, \quad \Psi^\dagger(x) = (\psi^\dagger_\uparrow(x), \psi^\dagger_\downarrow(x), \psi_\downarrow(x), -\psi_\uparrow(x)), \quad (3.45)
\]

where \(\psi^\dagger_\alpha\) is a creation operator for an electron with spin \(\alpha\). The Bogoliubov-de Gennes equation at a particular point in a 1D system reads

\[
\mathcal{H} \Phi(x) = E \Phi(x), \quad \Phi^\dagger = (u_\uparrow, u_\downarrow, v_\downarrow, v_\uparrow)^* \quad (3.46)
\]

with \(u, v\) amplitudes for the electron, respectively hole, components of the wave function.

The BdG equation is a matrix equation where there are four degrees of freedom: spin \(\uparrow, \downarrow\), particle and hole. Generally there are four eigenvectors and eigenvalues solutions to Eq. (3.46).

In this particular basis the PHS operator, which anticommutes with the Hamiltonian, is represented by \(\sigma_2 \tau_2 K\). Throughout \(\sigma\) are the Pauli matrices in the spin space and \(\tau\) in the particle-hole space. Under the action of the particle-hole operator the wavefunction transforms as

\[
\sigma_2 \tau_2 \Phi^*(E) = \Phi(-E). \quad (3.47)
\]

Then the Majorana condition reads

\[
\sigma_2 \tau_2 \Phi^*(E) = \Phi(E). \quad (3.48)
\]

One can compute locally the overlap between any eigenvector and its particle hole conjugate at the same energy to see how close the wave function respects the Majorana condition. However, the particle hole operator is defined up to a phase which is not easily
determined in practical situations. Hence the focus is on the real part of the overlap \( \Phi^T \sigma_2 \tau_2 e^{-i\theta} \Phi^* \), which is generally a complex number. Let us consider this quantity as a vector that can be decomposed on the "Majorana" \( x \)-axis \((\theta = 0)\) and \( y \)-axis \((\theta = \pi/2)\). Then to identify the Majorana fermions one can take the real and imaginary parts of the overlap as polarizations along the two axis. The Majorana \( x \)- and \( y \)-polarizations are defined as

\[
P_{M_x}(x) = \text{Re}[\Phi^T(x)\sigma_2 \tau_2 \Phi^* (x)],
\]
\[
P_{M_y}(x) = \text{Im}[\Phi^T(x)\sigma_2 \tau_2 \Phi^* (x)].
\]

The Majorana polarization vector is then defined as the absolute value of the Majorana polarization vector

\[
P_M(x) = |(P_{M_x}, P_{M_y})|.
\]

Here the normalization from a Majorana solution is conventionally chosen such that the overlap integrated over the region where the zero mode is extended reads

\[
\int dx P_M(x) = \frac{1}{2},
\]

which echoes the particular squaring of a Majorana fermion, \( \gamma^2 = \frac{1}{2} \).

Explicitly, in terms of the wave function components, the Majorana polarization components are

\[
P_{M_x} = 2\text{Re}[u_\downarrow v_\uparrow^* - u_\uparrow v_\downarrow^*],
\]
\[
P_{M_y} = 2\text{Im}[u_\downarrow v_\uparrow^* - u_\uparrow v_\downarrow^*].
\]

Note that the definitions involve pairing of electrons and holes with the same spin, indicating a spin-triplet pairing in the model. Then a different way to think about the Majorana polarization is to see it as a measure of spin-triplet pairing in the model. Note that it is possible to have non-zero Majorana polarization, but a Majorana fermion exists only when its Majorana density integrates to \( \frac{1}{2} \) (see Eq. 3.51) in the 1D spinful system that will happen at zero energy.

It is well suited to compare the Majorana polarization with usual operators used to investigate the local structure of wave function. Let us neglect for the moment the hole degrees of freedom. Then one can define familiar concepts as the local electronic density of states operator \( \hat{\rho}(x) \) and the local spin polarization operator \( \hat{S}(x) \) at a given energy \( E \) as

\[
\hat{\rho}(x, E) = \sum_{n=1}^4 \Psi_n^\dagger(x) \left( \sigma_0 \otimes \frac{\tau_0 + \tau_3}{2} \right) \Psi_n(x) \delta(E - E_n),
\]

and

\[
\hat{S}(x, E) = \sum_{n=1}^4 \Psi_n^\dagger(x) \left( \sigma \otimes \frac{\tau_0 + \tau_3}{2} \right) \Psi_n(x) \delta(E - E_n)
\]

(3.53)
3.3 Majorana polarization

where \( n \) indexes the eigenvalue and the respective eigenfunction. Note that \( \mathbf{S} \) has a vector structure with components in \( x \), \( y \), and \( z \)-spin direction.

In analogy the Majorana polarization operators can be defined from Eq. (3.52)

\[
\hat{P}_{M_x}(x,E) = \sum_n \Psi_n^\dagger(x) \sigma_2 \otimes \tau_2 \Psi_n(x) \delta(E - E_n),
\]

(3.55)

\[
\hat{P}_{M_y}(x,E) = \sum_n \Psi_n^\dagger(x) \sigma_2 \otimes \tau_1 \Psi_n(x) \delta(E - E_n).
\]

(3.56)

Note again that an electron (or hole) will always have zero Majorana polarization. Eq. (3.52) shows that the same is the case with wave functions with spin-singlet pairing of the type \((u_\uparrow, 0, v_\downarrow, 0)\). This brings more support to the idea that Majorana polarization measures a degree of spin-triplet pairing in the system.

Majorana polarization and density are not physical quantities that one can measure, but they can be used to give a picture of Majorana excitations at zero energy. Two zero modes with opposite Majorana polarizations provide a clear illustration to the fact that they are modes that can be “combined” to form a Majorana unpolarized electron (or hole). Two Majorana modes with the same polarization can coexist nearby, but tend to hybridize and form regular electronic states if their polarization is opposite. A rotation of Majorana polarization might be due to the variation of physical parameters as spin-orbit coupling or the superconducting phase. These cases can pose a problem as the angle of rotation can be locally dependent and difficult to interpret. Then the absolute value of the polarization vector, the Majorana density (3.50) would be more suited to identify a wave function as Majorana.
Chapter 4

Topological semiconducting wire with Rashba and Dresselhaus spin-orbit coupling

This chapter reconsiders the 1D spin-orbit coupled semiconducting wire from Ref. [24, 25] with an additional Dresselhaus spin-orbit interaction. The wire supports Majorana modes that present a particular spin texture. The electronic degrees of freedom of the Majorana fermions have a transverse polarization to the magnetic field that is entirely determined by the direction of the spin-orbit coupling vector. They are always opposite at the two ends of the semiconducting wire. Already Majorana modes for two dimensional spin-triplet topological superconductors has been shown to exhibit an Ising-like spin density that may allow their detection via coupling to a magnetic impurity [111, 112]. In the same vein it is suggested that the spin texture in the 1D superconductor might be detected in a spin-polarized scanning tunneling microscopy experiment.

Furthermore, the Majorana polarization defined in Sec. 3.3 is shown to be a good order parameter to describe the topological transition in the model.

4.1 Model Hamiltonian

Let us consider a semiconducting wire oriented along the $x$-direction, and in proximity to an $s$-wave superconductor. Due to bulk inversion asymmetry, semiconducting wires can exhibit along with the Rashba SO interaction analyzed in Refs. [25, 86, 107], a Dresselhaus SO interaction [113].

In the present case, Dresselhaus SOI to first order in momentum $p$ in the $x$-direction along the wire takes the form $\beta p \sigma_1$. The coupling $\beta$ can be of the same order of magnitude with the Rashba SOC ($\sim 0.1$ eV Å) [114]. The Hamiltonian describing the system reads

$$H = \int dx \left[ \psi^\dagger \left( \frac{p^2}{2m} - \mu + \alpha p \sigma_2 + \beta p \sigma_1 + B_z \sigma_3 \right) \psi + (\Delta \psi^\dagger \psi^\dagger \sigma_1 + H.c.) \right]. \quad (4.1)$$
The Pauli matrices $\sigma$ represent spin. The identity matrices and the spin index for the fermionic field are implied when absent. The chemical potential is denoted by $\mu$, $B_z$ is the Zeeman field, $\Delta$ is the induced superconducting pairing and $\alpha$ ($\beta$) characterizes the magnitude of the Rashba (Dresselhaus) SO interaction.

Let us consider for the moment a purely real superconducting parameter $\Delta$. Due to the presence of superconducting correlations, the Hamiltonian can be equally casted in a Bogoliubov-de Gennes form

$$H = \frac{1}{2} \int dx \Psi^\dagger \mathcal{H} \Psi, \quad \Psi^\dagger = (\psi^\dagger_\uparrow, \psi^\dagger_\downarrow, \psi_\downarrow, -\psi_\uparrow),$$

$$\mathcal{H} = \left( \frac{p^2}{2m} - \mu + \alpha p \sigma_2 + \beta p \sigma_1 \right) \tau_3 + B_z \sigma_3 - \Delta \tau_1. \quad (4.2)$$

Pauli matrices $\tau$ act in the particle-hole space. The products of Pauli matrices that live in different spaces should be understood as a tensor products. The BdG representation is particularly useful as it allows diagonalization of the Hamiltonian in a basis of quasi-particle excitations.

The spin-orbit interaction tends to orient the spins in $(x, y)$ plane with an in-plane direction $n_{xy}$, while the magnetic field remains perpendicular to the plane. Both Dresselhaus and Rashba SOI tend to split the energy bands for states with opposite spins $|n_{xy}+\rangle$ and $|n_{xy}-\rangle$. For vanishing $B_z$ and $\Delta$, $|n_{xy}\pm\rangle$ are good eigenstates of the Hamiltonian

$$\mathcal{H}|n_{xy}\pm\rangle = \xi_p \pm \sqrt{\alpha^2 + \beta^2} p |n_{xy}\pm\rangle, \quad (4.3)$$

where $\xi_p = \frac{p^2}{2m} - \mu$.

The magnetic field has the effect to open a gap at zero momentum. When the Fermi energy is in this gap the system becomes effectively “spinless”. Finally, when superconducting proximity effect is considered, and close to Fermi energy, the system can be mapped to the Kitaev model. The $s$-wave pairing $\Delta$ has the effect of opening gaps at Fermi momentum and to mediate $p$-wave pairing for the spinless model.

The presence of the Dresselhaus term only trivially modifies the spectrum for the translation invariant system [25]. The energy obtained by squaring twice the BdG Hamiltonian reads

$$E^2 = \xi_p^2 + (\alpha^2 + \beta^2) p^2 + B_z^2 + \Delta^2 \pm 2[\xi_p^2(\alpha^2 + \beta^2) p^2 + \xi_p^2 B_z^2 + \Delta^2 B_z^2]^{1/2}. \quad (4.4)$$

A numerical analysis requires implementing the BdG Hamiltonian in Eq. (4.2) on a lattice. Throughout the section, the lattice constant $a$ and $h$ are set to 1. The quantities can be expressed in energy units of $t = \frac{1}{m}$. The usual substitutions

$$\int dx \rightarrow L \sum_j, \quad \psi(x) \rightarrow \frac{1}{\sqrt{L}} c_j, \quad \partial_x \psi(x) \rightarrow \frac{c_{j+1} - c_{j-1}}{2\sqrt{L}}, \quad (4.5)$$
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where $L$ is the size of the system, allow to write the direct space lattice BdG Hamiltonian:

$$
H = \sum_j C_j^\dagger [(t - \mu)\tau_3 + B_2\sigma_3 - \Delta \tau_1] C_j - \frac{1}{2} \left[ C_j^\dagger (t + i\alpha\sigma_2 + i\beta\sigma_1)\tau_3 C_{j+1} + \text{H.c} \right],
$$

$$
C_j = (c_{j,\uparrow}^\dagger, c_{j,\downarrow}^\dagger, c_{j,\downarrow}, -c_{j,\uparrow}).
$$

(4.6)

The lattice Hamiltonian reproduces the continuum Hamiltonian at low energy.

### 4.2 Topological invariant

The computation of the topological invariant can be carried out exactly in the case of the lattice Hamiltonian. The calculation will show that the topological condition is not influenced by the Dresselhaus SOC $\beta$.

Any one-particle fermionic Hamiltonian supports a representation in a Majorana basis \[66\]. Let us consider on-site real quasiparticle excitation operators (the Majoranas)

$$
\gamma_{1,\alpha}^{(j)} = \frac{1}{\sqrt{2}} (c_{j,\alpha} + c_{j,\alpha}^\dagger),
$$

$$
\gamma_{2,\alpha}^{(j)} = \frac{1}{i\sqrt{2}} (c_{j,\alpha} - c_{j,\alpha}^\dagger).
$$

(4.7)

The Majorana fermions obey the anti-commutation relation

$$
\{\gamma_{A,\alpha}^{(i)}, \gamma_{B,\beta}^{(j)}\} = \delta_{ij}\delta_{\alpha\beta}\delta_{AB},
$$

(4.8)

where, $(i, j)$, $(\alpha, \beta)$, and $(A, B)$ are site, spin, and respectively Majorana indices. Then in the Majorana basis $\Gamma_{j}^T = (\gamma_{1\uparrow}^{(j)}, \gamma_{1\downarrow}^{(j)}, \gamma_{2\uparrow}^{(j)}, \gamma_{2\downarrow}^{(j)})$ the lattice version of Hamiltonian \((4.1)\) is written

$$
H = \sum_j (t - \mu) + i\sum_{i,j} \Gamma_i^T A_{ij} \Gamma_j
$$

(4.9)

where $A_{ij}$ is an anti-symmetric real matrix. The constant term does not affect the Hamiltonian topology and can be neglected. The matrix $A_{ij}$ encodes only on-site and nearest-neighbor hopping terms. Therefore one can express the Hamiltonian in a small number of $4 \times 4$ block matrices, $A(i - j)$, which contain only spin and Majorana indices. Note that due to anti-symmetry

$$
A(i - j) = -A(j - i)^T.
$$

(4.10)
4.3 Majorana wave function solutions

Then, without the constant term, the Hamiltonian reads

\[ H = \frac{i}{2} \sum_j [\Gamma^T_j A(0) \Gamma_j + 2\Gamma^T_{j+1} A(1) \Gamma_j], \]

\[ A(0) = is_2((t - \mu) + B_z \sigma_3) + i\Delta s_1 \sigma_2, \]

\[ A(1) = -\frac{1}{2} [s_2(it + \alpha \sigma_2) - i\beta \sigma_1]. \]  

(4.11)

The Pauli matrices \( s \) are pseudo-spin matrices representing the Majorana (1, 2) degree of freedom. Note that the matrices \( A(0) \) and \( A(1) \) are real.

If \( H \) has a gap, then one can determine if zero-energy Majorana fermions live at the edge of the 1D system by computing a topological index. A. Kitaev has proved [66] that they can exist only when the Majorana number \( M \) is negative

\[ M(H) = \text{sgn}(\text{Pf}[\tilde{A}(0)])(\text{Pf}[\tilde{A}(\pi)]). \]  

(4.12)

Here \( \tilde{A} \) is the Fourier transform of \( A_{ij} \) computed at two exceptional points 0 and \( \pi \) in the BZ. In the present case, with only on-site and NN terms

\[ A(0/\pi) = A(0) \pm [A(1) - A^T(1)]. \]  

(4.13)

Note that both spin-orbit coupling terms are symmetric in Majorana and spin indices, and therefore they drop out from the topological index.

Then the topological invariant reads

\[ M(H) = \text{sgn}(\mu^2 - B_z^2 + |\Delta|^2)\text{sgn}((2t - \mu)^2 - B_z^2 + |\Delta|^2). \]  

(4.14)

The conditions for the existence of the topological phase supporting Majorana fermions are unaffected by the Dresselhaus SO interactions. As expected from the experimental considerations, the bandwidth \( t \) is much larger than the other parameters of the system, \((\Delta, B_z, \alpha)\). Hence the second term is always positive, and thus a topological phase continues to exist for

\[ B_z^2 > \Delta^2 + \mu^2. \]  

(4.15)

It is interesting to note however that Majorana bound states can exist even in the absence of the Rashba term, when only Dresselhaus SO interactions are present. Dresselhaus term has a similar effect as the Rashba term in removing the spin degeneracy of the energy bands.

4.3 Majorana wave function solutions

To directly see the effect of the Dresselhaus SOC it is opportune to study the wave functions for the Majorana fermions. It has been shown that Majorana bound states can
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Fig. 4.1: Majorana fermions, represented in red, form at the interface with the topologically trivial states when the chemical potential creates a domain wall.

arise at the interface between trivial and topological regions of a one-dimensional wire by considering for example a position-dependent chemical potential $\mu$. Similarly, a model wire is divided here in three regions with variable chemical potential. The chemical potential can be changed through gating such that it takes the value $\mu_1$ in the central region $[0, L]$ and $\mu_0$ outside

$$
\mu_1^2 < B_z^2 - \Delta^2, \quad x \in [0, L], \\
\mu_0^2 > B_z^2 - \Delta^2, \quad x \notin [0, L].
$$

(4.16)

Hence a topological region is formed in the central region and Majorana fermions are expected at the boundary with the outer, trivially gapped regions.

The infinite system exhibits gaps at $p = 0$ and a superconducting gap at the Fermi momentum $p_F \neq 0$. The gap at zero momentum is $\Delta - \sqrt{B_z^2 - \mu^2}$, while the gap at $p_F$ is the induced superconducting gap $\Delta$. To solve the system analytically, one assumes that chemical potentials $\mu_1, \mu_2$ are chosen such that the gap at $p = 0$ is much smaller than the superconducting gap. Equivalently, if the induced gap $\Delta$ is close in magnitude to the Zeeman energy, it is necessary only a small change in the chemical potential to switch a region from a trivially gapped phase to a topologically nontrivial phase. Hence the low energy solutions can be obtained by linearizing the BdG Hamiltonian (4.2) in $p$.

$$
\mathcal{H} = (\alpha p \sigma_2 + \beta p \sigma_1) \tau_3 + B_z \sigma_3 - \Delta \tau_1 - \sum_{j \in \{0,1\}} \mu_j \theta(x(2j-1)) + \theta((x-L)(2j-1)) |\tau_3,
$$

(4.17)

where $\theta$ is the Heaviside step function.

The Majorana wave function is determined by searching for zero energy solutions bound to the ends of the topological region. If the length of the topological region is very large, $L \gg 1$, the localized Majorana states are found independently at the two ends. They have the form of four component spinors, and the amplitude of the wave function must decay away from the interface. For example, the Ansatz for the localized function at $x = 0$ is $\psi_{0,1} \propto e^{\pm k_{0,1} x}$, with wave vectors $k_{0,1} > 0$ and 0, 1, denoting the left (topologically trivial), respectively, the right (topologically nontrivial) side of the interface.

The allowed wave vectors for the complete system are obtained by solving for the
zero energy eigenvalues at each interface

\[ k_j^\pm = \frac{\Delta \pm \sqrt{B_z^2 - \mu_j^2}}{\sqrt{\alpha^2 + \beta^2}}, \quad j \in \{0, 1\}. \tag{4.18} \]

The complete solutions are formed by matching the wave functions across each interface. Near the interfaces, \( x = 0, L \) the wave functions are given by

\[ \psi(x \sim 0) = \begin{cases} \kappa \mathbf{u}_1(\mu_j)e^{k_1^+x}, & x > 0, \\ \frac{\kappa}{2} \left[ (1 + \frac{\tan \phi_1}{\tan \phi_0}) \mathbf{u}_1(\mu_0)e^{k_0^+x} + (1 - \frac{\tan \phi_1}{\tan \phi_0}) \mathbf{u}_2(\mu_0)e^{k_0^0x} \right], & x < 0. \end{cases} \tag{4.19} \]

and

\[ \psi(x \sim L) = \begin{cases} \kappa \mathbf{u}_3(\mu_1)e^{-k_1^-(x-L)}, & x < L, \\ \frac{\kappa}{2} \left[ (1 + \frac{\tan \phi_1}{\tan \phi_0}) \mathbf{u}_3(\mu_0)e^{-k_0^-(x-L)} + (1 - \frac{\tan \phi_1}{\tan \phi_0}) \mathbf{u}_4(\mu_0)e^{-k_0^0(x-L)} \right], & x > L. \end{cases} \tag{4.20} \]

The spin-orbit vector is

\[ e^{i\theta} = \frac{(\alpha + i\beta)}{\sqrt{\alpha^2 + \beta^2}}, \tag{4.21} \]

and the angles \( \phi_j \) are defined as

\[ e^{i\phi_j} = \frac{1}{\sqrt{2}} \left( \sqrt{1 + \mu_j/B_z} + i \sqrt{1 - \mu_j/B_z} \right). \tag{4.22} \]

The Majorana eigenvectors are given by

\[
\begin{align*}
\mathbf{u}_1(\mu_j)^T &= (\cos \phi_j e^{i\theta}, -\sin \phi_j, \sin \phi_j e^{i\theta}, \cos \phi_j), \\
\mathbf{u}_2(\mu_j)^T &= (\cos \phi_j e^{i\theta}, \sin \phi_j, -\sin \phi_j e^{i\theta}, \cos \phi_j), \\
\mathbf{u}_3(\mu_j)^T &= -(\cos \phi_j e^{i\theta}, \sin \phi_j, \sin \phi_j e^{i\theta}, -\cos \phi_j), \\
\mathbf{u}_4(\mu_j)^T &= (-\cos \phi_j e^{i\theta}, \sin \phi_j, \sin \phi_j e^{i\theta}, \cos \phi_j).
\end{align*}
\tag{4.23}
\]

Note that the obtained wave functions are indeed Majorana fermions respecting the reality condition through the phase choice \((\theta + \pi)/2\) for the complex coefficient \(\kappa\). The magnitude of \(\kappa\) is determined from the normalization conditions of the wave functions and is of the order of \((\sqrt{B_z^2 - \mu_j^2} - \Delta/\sqrt{\alpha^2 + \beta^2})^{1/2}\).

The wave functions allow one to compute the spin polarization of the Majorana wave function and read directly the influence of the Dresselhaus SOC. The spin polarization
is recorded here only for the electronic degrees of freedom in the Majorana wave function. It is computed by taking the zero energy expectation value

\[ s(x) = \psi^\dagger(x) \left( \sigma \otimes \frac{\tau_3 + \tau_0}{2} \right) \psi(x). \quad (4.24) \]

For the Majorana wave functions from Eqs. (4.19) and (4.20) exactly at the interface, \( x = 0, L \), it follows that

\[ s(0) = \frac{|\kappa|^2}{2} \left( - \sin(2\phi_1) \cos \vartheta, \sin(2\phi_1) \sin \vartheta, \cos(2\phi_1) \right), \]

\[ s(L) = \frac{|\kappa|^2}{2} \left( \sin(2\phi_1) \cos \vartheta, - \sin(2\phi_1) \sin \vartheta, \cos(2\phi_1) \right). \quad (4.25) \]

The above results show that the wave functions have the same spin polarization in \( z \)-direction, which is due to the action of the Zeeman field \( B_z \). However, they have equal in magnitude, but opposite transverse spin polarizations. In fact, the direction of the spin polarization at both interfaces is given entirely by the relative weight of the Rashba and Dresselhaus SOC

\[ \frac{s_2}{s_1} = -\frac{\beta}{\alpha}. \quad (4.26) \]

The Majorana polarization vectors for the Majorana wave functions are also readily available, \( \mathbf{P}_M = (P_{M_x}, P_{M_y}) \)

\[ \mathbf{P}_M(0) = -\mathbf{P}_M(L) = -|\kappa|^2 (\cos \vartheta, \sin \vartheta \cos(2\phi_1)). \quad (4.27) \]

They are also opposite for the two end Majorana fermions. This arguably allows us to call the two modes as “different” Majoranas. When the two modes are brought together, they form a regular fermion with zero Majorana polarization.

For fixed parameters \( \mu, \Delta \) and \( B_z \), \( P_{M_x} \) is proportional to \( s_1 \), while \( P_{M_y} \) is proportional to \( s_2 \). Thus, when only Rashba/Dresselhaus SOC is present, the total transverse spin polarization is proportional to the Majorana polarization, with a proportionality constant which depends on the chemical potential potential and the applied Zeeman field. When both components of the SOC are present, the Majorana polarization and the transverse spin polarization vectors are no longer collinear.

Eq. (4.26) indicates that the local spin density for the Majorana electronic degrees of freedom should rotate in transverse direction under the influence of the Dresselhaus term. It is important to stress that there is no transverse polarization of the system. This statement remains true if one considers the entire Majorana function or if one puts together an electron from its “fractionalized” components at the two ends.
4.4 Numerical study

The numerical study supports the analytical study undertaken in the previous section. The model BdG Hamiltonian is given in Eq. (4.6), and is implemented in a 100-site system.

As mentioned before, the spin-orbit couplings for the physical system can be expected to be of order $0.1 \text{ eV} \AA (\hbar = 1)$ or $\alpha \sim \beta \sim 10^4 \text{ m/s}$. Hence the spin-orbit coupling energy, $\alpha \hbar^2$, is of the order 1 K. The Zeeman energy can be of the order $\sim 100 \text{ K}$, while the superconducting proximity effect can create gaps of order $\Delta \sim 1 - 10 \text{ K}$. The hopping strength $t = a^2 \sim 10^4 \text{ K} \ [114, 107, 75]$. In the numerical simulations, the lattice constant $a$ and the reduced Planck constant $\hbar$ are dimensionless and equal to one, $a = \hbar = 1$. All the physical quantities are measured in units of the hopping strength $t = 1$. Due to finite size effects on the 100-site system, it is hard to visualize the physics of the Majorana system for small $B_z$ and $\Delta$ with respect to the hopping strength $t$. Therefore, $B_z, \Delta, \alpha$ are artificially enhanced in the following, while maintaining them smaller than $t$. The reference values for the rest of the simulations are $\Delta = 0, B_z = 0, \alpha = 0, \mu = 0$, and any deviation from these values is explicitly noted.

Exact diagonalization of BdG Hamiltonian in Eq. (4.6) provides the local density of states, and the local spin-polarized density of states along the $x$, $y$, and $z$ directions. For example the local (site $n$) electronic $i$-spin polarization density at a given energy $E$ is defined here as

$$s_n(E) = \sum_{j=1}^{4N} \Psi_{n}^{(j)}(\sigma \otimes \frac{\tau_0 + \tau_2}{2}) \Psi_n^{(j)} \delta(E - E_j).$$  \hspace{1cm} (4.28)$$

where $N$ is the number of sites in the system, $E_j$ is the $j^{th}$ eigenvalue of $H$ and $\Psi_{n}^{(j)}$ is the site $n$ component of the $j^{th}$ eigenvector, $\Psi_n^{(j)} = (u_n^{(j)}, u_n^{(j)}, v_n^{(j)}, v_n^{(j)})$. Similarly, it is possible to compute the local Majorana polarizations as a lattice version of Eqs. (3.52)

$$P_{M,n} = \sum_{j=1}^{4N} 2 \text{Re}[u_n^{(j)} v_n^{(s,j)} - u_n^{(j)} v_n^{(s,j)}] \delta(E - E_j).$$  \hspace{1cm} (4.29)$$

The Dirac delta functions are implemented as Gaussians of width $\sim 10^{-4} \hbar v_F/a$.

The $x$ and $z$ components of the spin polarization, as well as the Majorana polarization, in a system without Dresselhaus SOC, are represented in Fig. 4.2. The analytical solution correctly predicts that there is no $y$-spin polarization, while the zero bound states have opposite electronic $x$-spin polarization at the two ends. Due to the Zeeman magnetic field, both end modes are identically $z$-spin polarized. The zero-energy Majorana wavefunctions are extended over a small number of edge sites, and exhibit strongly damped spatial oscillations.
Note that the analytical result in Eq. (4.25) predicts that the \( z \)-polarization vanishes for \( \mu_1 = 0 \),

\[
\cos(2\phi_1) = 0.
\]  

(4.30)

This is not the case seen in the numerical simulations, where there is a appreciable \( z \)-spin polarization of Majorana modes (see Fig. 4.2(a)). However the analytic result was obtained by neglecting the kinetic term in the Hamiltonian from Eq. (4.1). To leading order, the quadratic term contributes with an effective \( \mu \)

\[
\langle p^2 \rangle \approx O((\Delta - B_z)^2),
\]  

(4.31)

which creates a negative effective potential in qualitative accord with the numerical results. Moreover, this effective chemical potential is responsible for the spatial (quickly damped) oscillations of the spin polarization observed numerically. Although these oscillations are not captured by the continuum limit calculations, for any site \( i \) the ratio \( s_{2,i}/s_{1,i} \) depends only on the spin-orbit couplings in agreement with Eq. (4.25).

Fig. 4.3 exemplifies the case where only Dresselhaus SOC is present. The local density of states reveals that zero modes bound at the ends of the wire continue to be present (see Fig. 4.3(a)). Majorana and spin polarization support the analytical findings. The modes are entirely polarized on the \( y \)-direction, i.e. orthogonal to the case \( \alpha \neq 0 \) and \( \beta = 0 \). For example, a plot of the Majorana polarization \( P_{M_y} \) identifies the zero modes as Majorana states in Fig. 4.3(b).

The numerical results for the Majorana polarization presented in Fig. 4.2 also follow closely Eq. (4.27). The values of the Majorana polarization are always opposite at the two ends of the wire. When the Dresselhaus term is non-vanishing, the modes gain a \( P_{M_y} \) component. Without Dresselhaus SOC, \( P_{M_y} \) is proportional in this case to the \( x \)-spin polarization. However, in general there is a crucial difference from the spin-polarization. The Majorana polarization vector rotates in the transverse direction from site to site. When both the Rashba and Dresselhaus SOC components are present, the Majorana polarization in Eq. (4.27) depends on the \( \cos(2\phi_1) \) and, subsequently, the ratio \( P_{M_y}/P_{M_x} \) can vary on the end sites over which the Majorana mode is extended, in contrast to the spin case. The precession of Majorana polarization makes it more favorable to register...
4.4 Numerical study

Fig. 4.3: (a) Local density of states and (b) Majorana polarization $P_{M_y}$ at $\Delta = 0.3$, $B_z = 0.4$, $\mu = 0$, $\alpha = 0$, and $\beta = 0.2$. Majorana bound states are present at the ends of a wire containing only Dresselhaus SOC.

Fig. 4.4: (a) Lowest-energy eigenvalues and the half-wire integral of the Majorana polarization $P_{M_x}$ (inset) as a function of $B_z$. (b) Majorana polarization $P_{M_x}$ of the lowest-energy state as a function of position and $B_z$. Parameters: $\Delta = 0.3$, $\mu = 0$, $\beta = 0$, and $\alpha = 0.2$.

the Majorana polarization density (3.50) and prove that it is 0.5 for a zero energy mode bound at the wire extremities.

Fig. 4.5: (a) The lowest-energy eigenvalues and the half-wire Majorana polarization $P_{M_x}$ integral (inset) are plotted as a function of $\mu$. In the second panel the Majorana polarization $P_{M_x}$ of the lowest-energy state is plotted as a function of position and $\mu$. The parameters considered are $\Delta = 0.3$, $B_z = 0.4$, $\alpha = 0.2$, and $\beta = 0$.

In the following, the claim that Majorana polarization is a good order parameter to
characterize the topological transition receives more numerical support. This is done by varying each of the parameters \((\Delta, B_z, \mu)\) to drive the system in a trivial phase. In Fig. 4.4(a), \(B_z\) is varied and it is shown that the system becomes trivially gapped (no Majorana bound states) for \(B_z \leq \Delta\). The inset describes the dependence of the half-wire integral of the Majorana polarization for one of the lowest-energy states as a function of \(B_z\) (an integral of 0.5 is equivalent to a “full” Majorana state). The Majorana polarization decreases smoothly to zero below the critical value of \(B_z\). The same phenomenon can be observed in Fig. 4.4(b), where the spatial distribution of the Majorana polarization is plotted as a function of \(B_z\). The transition becomes sharper for an increasing system size. The same qualitative features are obtained when \(\Delta\) and \(\mu\) are varied across the topological transition. For example, the variation of the chemical potential is represented in Fig. 4.5.

**Discussion**

The present chapter has shown that the Majorana polarization (and density) is a good local order parameter to identify the topological transition at \(B_z^2 = \Delta^2 + \mu^2\). Furthermore, it was shown that there is a spin texture in the transverse plane to the magnetic field and it depends on the relative strength of Dresselhaus and Rashba spin-orbit coupling. The electronic degrees of freedom of the Majorana wave function at the two ends of the wire are polarized in opposite directions on the transverse plane. This could be in principle detected through a contact to an impurity \([111, 112]\). However it is necessary to detail such claim. How is it possible to have access only to the electronic part of the wave function?

Note that the system remains spin unpolarized at zero energy, and that could be realized only if there is a compensation for the spin polarizations at the two extremities of the wire. Then the explanation for the registered spin-texture must invoke a conservation of the polarization in the transverse direction. However, it remains in perspective to understand in more detail the physical reasons for this particular spin-texture.
Chapter 5

Extended Majorana states in Josephson junctions

The one-dimensional topological superconductor supporting Majorana fermions was shown in the previous chapters to admit a pertinent implementation in a heterostructure constructed from a spin-orbit coupled semiconducting wire in proximity to an s-wave superconductor. Detection schemes of Majorana fermions often require building on this basic structure. In particular, for transport measurements, the heterostructure can be connected to a normal metal region, thus forming a “superconductor”-normal metal (SN) junction. They were recently investigated experimentally in Ref. [90] and a zero-bias conductance peak thought to be associated with Majorana fermions [115, 102, 103, 116, 117] was detected through tunneling spectroscopy. A different system can be constructed by coupling two topological superconductors through a normal metal such that Majorana fermions form in the normal region. The presence of Majorana fermions in these “superconductor”-normal metal-“superconductor” (SNS) junctions gives rise to a fractional Josephson current with a $4\pi$ periodicity [66, 101, 118, 119, 120].

In the present chapter, several models for one-dimensional SN and SNS junctions are investigated numerically. The interest lies in following the behavior of the Majorana states in these new geometries. The essential property acquired by the Majorana fermions due to the coupling to a normal metal is that they can become extended states (see Sec. 5.1 and Refs. [75, 121, 117, 122]) In the case of the SNS junction, this has the particular effect that the normal region supports two extended Majoranas (see Sec. 5.3). This happens only at a phase difference $\pi$ between the two superconductors; otherwise the Majorana states hybridize and form Andreev bound states at higher energies. The two extended Majorana fermions are recognized by reading a total integrated Majorana polarization of one over the normal region. Finally, in Sec. 5.4.2, the formation of Majorana fermions is studied in linear and ring geometries under a uniform superconducting phase gradient. The ring geometry is of particular interest as the twisting of the phase allows the formation zero energy bound states in a normal region, similar to the regular
5.1 Superconductor-normal junctions

Let us consider first the SN junction that is schematically represented in Fig. 5.1(a). The system consists of a spin-orbit coupled semiconducting wire in proximity to an \( s \)-wave superconductor. However, the wire sits only partially on the superconductor. Therefore it is assumed that the superconducting proximity effect does not affect the entire wire. This is modeled by having a constant induced gap \( \Delta \) only on \( N \) sites. A variation considered subsequently is that of a decaying induced gap, which can be associated to a penetration length of Cooper pairs in the normal region.

The Hamiltonian of the system is an amendment to the model in Eq. (4.6) with chemical potential \( \mu \), induced gap \( \Delta \), magnetic field \( B_z \) and only the Rashba spin-orbit coupling \( \alpha \)

\[
\mathcal{H} = \sum_{j=1}^{L} \left( C_j^\dagger \left[ (t - \mu) \tau_3 + B_z \sigma_3 - \Delta \tau_1 \theta(N - j) \right] C_j - \frac{1}{2} \left[ C_j^\dagger \left( t + i \alpha \sigma_2 \right) \tau_3 C_{j+1} + \text{H.c.} \right] \right),
\]

where \( L \) is the total number of sites in the system and \( N \), the sites with induced gap. In numerical simulations, the system size \( L \) is 100 sites and \( N \) is 80 sites. Hence the normal region extends over the last 20 sites. Unless explicitly specified, the model parameters are chosen the same as in Sec. 4.4, \( B_z = 0.4 \), \( \Delta = 0.3 \), \( \alpha = 0.2 \) and \( \mu = 0 \), thus placing the system under the topological condition (3.41). The lattice constant \( a \) and the reduced Planck constant \( \hbar \) are set to one; all parameters are expressed in units where the hopping strength is one, \( t = 1 \). In contrast to Sec. 4.4, the delta-function entering the definition of LDOS and Majorana polarization are implemented as Gaussians of width \( \sim 10^{-5} \hbar v_F / a \).

The condition to have a Majorana fermions remains the same as the one in Eq. (3.41)

\[
B_z^2 > \Delta^2 + \mu^2.
\]

The crucial difference is that the right Majorana fermion from the topological superconductor extend uniformly over all sites of the normal region. The integrated Ma-
Fig. 5.2: Representation of the Majorana density as a function of (a) the chemical potential $\mu$ and (b) the magnetic field $B_z$. The topological transition where the Majorana fermion states disappear at $\mu_c \simeq 0.26$ and $B_z = 0.3$.

The Majorana density (3.50) (for lattice version (4.29)) over the normal region is represented in Fig. 5.2. The fact that it yields the 1/2 indicates that there is exactly one Majorana fermion extended over the normal region. Furthermore, the topological condition is verified by varying the parameters of the system. Fig. 5.2(a) exemplifies the variation of the chemical potential $\mu$, while Fig. 5.2(b), the variation of the magnetic field $B_z$. In both cases the topological transition takes place at the values predicted from Eq. (3.41); when the other parameters are fixed, the critical chemical potential is $\mu_c \simeq 0.26$ and the critical Zeeman field is $(B_z)_c = 0.3$.

Fig. 5.3: Representation of the zero-energy LDOS dependence on the hopping strength $t_{SN}$ between the superconducting and normal region. A localized Majorana fermion extends in the normal region when increasing coupling to the bulk value $t = 1$.

The extended nature of the Majorana fermions can be visualized by varying smoothly the coupling $t_{SN}$ between the normal and superconducting region. When the coupling is very weak, the superconducting region is effectively connected on the right side to a trivial insulator. Hence Majorana fermions remain localized at the end of the superconducting region. However, increasing the coupling $t_{SN}$ leads to extended zero energy modes. This situation is illustrated in Fig. 5.3 by recording the zero-energy local density of states in the normal region as a function of $t_{SN}$.
Let us finally consider a smooth decay of the superconducting gap into the normal region. For a small penetration length $\xi_p$ of Cooper pairs into the normal region, the system supports, as before, extended Majorana fermions. When the penetration length becomes large, the topological superconducting region is prolonged into the normal region. Therefore the Majorana fermions become more and more localized with the diminishing normal region. In Fig. 5.4 is presented a limit case of the above situation. The wire is connected to a $p$-wave superconductor only at its left edge and Cooper pairs enter into the wire by proximity effect. In the same basis as before, the Hamiltonian that models the wire reads

$$H = \sum_{j=1}^{L} C_j^\dagger \left[ (t - \mu) \tau_3 + B_z \sigma_3 - \Delta e^{-j/L} \right] C_j - \frac{1}{2} \left[ C_j^\dagger (t + i\alpha \sigma_2) \tau_3 C_{j+1} + \text{H.c.} \right]. \quad (5.3)$$

Fig. 5.4 illustrates cases with an increasing penetration length. Note that the penetration length can be seen as an estimate of the size of the topological superconducting region in the wire. As the penetration length grows, the normal region diminishes and the Majorana fermions become more and more localized on the right side. Note again that Majorana fermions at the two ends of the wire have opposite Majorana $x$-polarization, but the extension of the right Majorana does not weigh on the fact that the integral Majorana polarization in the normal region yields $1/2$. Hence the “normal region” hosts a single Majorana fermion of variable extension.

The following sections are mostly centered on the exploration of Majorana fermions in SNS junctions. The presence of Majoranas in the normal region is crucially displayed in the fractional Josephson effect. The essential features of this particular phenomena are presented next.

## 5.2 Fractional Josephson effect

A Josephson junction is created by bringing into proximity two superconductors (see Fig. 5.5). Between them can either be a weak metallic link, or an insulating barrier. However, Cooper pairs can tunnel between the two superconductors. This gives rise
Fig. 5.5: Schematic picture of a Josephson junction. Without loss of generality, one can consider that the superconducting parameter has equal absolute value in the two superconductors. The left superconductor is conventionally considered real, while there is a superconducting phase $\phi$ in the right wire. In the middle there is an insulating barrier or a metallic region.

to the Josephson current, that depends on the phase difference between the superconductors. Here the focus is on the DC Josephson effect $^1_2$, in which there is no voltage difference across the junction and the phase between superconductors is considered fixed. This results in a direct current dependent on the phase difference $\phi$

$$I_J \propto \sin(\phi). \quad (5.4)$$

The remarkable feature of the one dimensional systems supporting Majorana fermions is the presence of a *fractional* DC Josephson effect. The tunneling between the superconducting islands takes place by fusing Majorana fermions that are close on the left and right side of the junction $^6_6$, $^1_0_1$. This leads to tunneling events involving single electrons instead of Cooper pairs. The resulting current-phase relation has the distinctive $4\pi$-periodicity

$$I_J \propto \sin(\phi/2). \quad (5.5)$$

To understand this relation, consider a junction created using the Kitaev model $^1_2$. The junction is modeled by the Hamiltonian

$$H = H_L + H_R + H_T, \quad (5.6)$$

where $H_L$ represents the Kitaev model $^3_2$ describing the left wire, with real superconducting order parameter, and, respectively, $H_R$, the Kitaev model for the right wire, with a generally complex superconducting parameter, having a phase $\phi$, $\Delta \rightarrow \Delta e^{i\phi}$ (see Fig. 5.5). A short junction will have the tunneling Hamiltonian $H_T$ given by

$$H_T = -\Gamma c_R^\dagger c_L + \text{H.c.}, \quad (5.7)$$

where $\Gamma$ is the coupling between the superconducting islands. The operators $c_R^\dagger$ correspond to the fermion creation operators on the right and, respectively, on the left side of the junction.

Let us suppose that left and right wires are in a topological phase, $|\mu| < 2|t|$. Then for wires placed far away from each other, there are zero energy Majorana fermions pinned at the extremities of the two wires. When a junction is formed by bringing together the
two wires, the two end Majorana fermions can couple. Furthermore, at low energy, the physics is entirely determined by the two end Majoranas. This is because the wires are assumed long enough that the influence from opposite end Majorana fermions remains negligible. Moreover, all the other states are energetically separated from the Majorana fermions by the bulk superconducting gap.

To understand the physics of the Josephson junction it is sufficient to treat a limit case, when the Majorana fermions are completely localized at one extremity site (see Sec. 3.2.2 for $\mu = 0$ and $\Delta = t$. Then at low energy one uses Eqs. (3.26) to obtain

\[ c_L \to \frac{i}{\sqrt{2}} \gamma_2, \]
\[ c_R \to \frac{1}{\sqrt{2}} \gamma_1 e^{-i\phi/2}. \] (5.8)

Note that in the above low-energy substitution, the missing Majorana fermions from the decomposition of a complex fermion hybridize with the Majorana fermions from adjacent sites to create bulk states. Therefore the low-energy Hamiltonian of the junction reads

\[ H_{\text{eff}} = -i \Gamma \cos(\phi/2) \gamma_1 \gamma_2, \]
\[ = -\frac{\Gamma}{2} \cos(\phi/2)(2c^\dagger c - 1). \] (5.9)

The second equality is obtained by using Eq. (3.23); the effective Hamiltonian was written as a function of the occupation number $c^\dagger c$ of the electronic state due to the fusion of the Majorana fermions $\gamma_1$ and $\gamma_2$.

As explained in Ref. [75], one notes that the occupation number is trivially a conserved quantity because it commutes with $H_{\text{eff}}$. Therefore an occupied state has energy $E = -\Gamma/2$ at $\phi = 0$ and goes to $E = \Gamma/2$ at $\phi = 2\pi$. The phase $\phi$ needs to increase by another $2\pi$ for a state to come back at the original energy. This is the $4\pi$-periodicity of the energy spectrum characteristic to the fractional Josephson effect. As announced, the $4\pi$-periodicity reflects itself also in the Josephson current

\[ I_J \propto \frac{1}{\partial \langle H_{\text{eff}} \rangle / \partial \phi} = \frac{\Gamma}{2} \sin \left( \frac{\phi}{2} \right). \] (5.10)

Note that at $\phi = \pi/2$ there are two degenerate zero energy states: the Majorana fermions. At this angle there is a pair of Majorana fermions trapped at the junction. Away from $\phi = \pi/2$, the energy states are lifted from zero and become Andreev bound states inside the superconducting gap. The rest of the chapter is devoted to various incarnations of the fractional Josephson effect in long junctions.
5. Extended Majorana states...

![Diagram of Majorana fermions and superconducting regions]

Fig. 5.6: A different view of fractional Josephson effect. An SNS junction is created by connecting two topological superconducting regions with Majorana fermions at extremities. The right region can have a complex phase. When the wires are connected through a metallic section, two central Majorana fermions extend inside and hybridize. However two central Majorana fermions are identical at $\phi = \pi$ and do not hybridize.

5.3 Superconductor-normal-superconductor junction

The SNS junction considered here is schematically presented in Fig. 5.1(b). The wire is placed on two $s$-wave superconducting islands. Due to the proximity effect, these two outer regions of the wire are mapped to topological superconductors. Conventionally, the left region has a real superconducting order parameter, while the right region has a complex superconducting order parameter with a phase $\phi$. The central region of the wire does not experience the superconducting proximity effect and forms the normal region of the junction.

The main purpose of the chapter is to illustrate the Josephson effect in this geometry. When they are connected through the normal region, the two end Majorana fermions can become extended in the normal region. This phenomenon takes place at a phase difference $\phi = \pi$ between the superconducting islands. For different values, the two central Majorana fermions form extended Andreev states at energies lower than the bulk superconducting gap.

Here the Majorana polarization is used to illustrate the fact that Majorana fermions at the junction are of the same type for $\phi = \pi$. This suggests a different way to look at the Josephson effect. A rotation of the phase $\pi$ in a superconducting region manifests itself as a change $\gamma_1 \rightarrow -\gamma_2$ and $\gamma_2 \rightarrow \gamma_1$. Therefore, at $\phi = \pi$, the two Majorana fermions at the junction are of same type and do not couple (see Fig. 5.6). For any other value in $[0, 2\pi]$ there is a hybridization into Andreev bound states. An analysis of the Majorana polarization captures this result, because a rotation with $\phi$ produces a rotation of the polarization vector $(P_{M_x}, P_{M_y})$. At $\phi = 0$ the vector has only a $P_{M_x}$ component (see Chap. 4). A change of phase by $\pi$ rotates the polarization vector by $\pi$. Hence at $\phi = \pi$ there are two zero modes with the same Majorana polarization in the junction, and, subsequently, the normal region will read a Majorana density of one.

In the numerical study, a $L = 100$ site system is considered. The model parameters are chosen as in the previous section. The induced superconducting parameter $\Delta$ is modeled as a Heaviside step function. If a smooth decay is considered instead, then only the extension of Majorana fermions in the normal region is affected. The Hamiltonian
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5.3 Superconductor-normal-superconductor junction

Fig. 5.7: (a) Majorana polarization density view of the fractional Josephson effect. At angle $\phi = \pi$ there are two Majorana fermions forming in the junction. (b) Density of states in the normal region at $\phi = \pi$. Robust Majorana modes are present in the junction with the variation of $\mu$. The critical chemical potential where the Majorana modes are destroyed is predicted by the topological condition (3.41), $\mu_c \simeq 0.26$.

that models the system in Fig. 5.1(b) reads

$$H = \sum_{j=1}^{L} C_j^\dagger [(t - \mu) \tau_3 + B_z \sigma_3] C_j - \frac{1}{2} \left[ C_j^\dagger (t + i \alpha \sigma_2) \tau_3 C_{j+1} + \text{H.c.} \right]$$

$$- \sum_{j=1}^{N_1} C_j^\dagger \Delta C_j - \sum_{j=N_2}^{L} C_j^\dagger \Delta e^{i\phi} C_j,$$

(5.11)

where the normal region extends between $N_1$ and $N_2$. During the simulations the normal region has 20 sites, $N_1 = 40$ and $N_2 = 60$.

The physics of the fractional Josephson effect is verified by having a wire that respects the topological condition, $B_z^2 > \Delta^2 + \mu^2$. In Fig. 5.7(a) is represented the Majorana polarization density integrated over the normal region as a function of the superconducting phase. This illustrates two essential properties: there are two Majorana fermions in the junction (the density reaches the value one) and they exist only when the phase is equal to $\pi$. Additionally, the Majorana fermions that form at the junction are robust when changing the parameters of the model. This means that the topological condition for the existence of Majorana fermions remains valid. For example, in Fig. 5.7(b), the chemical potential $\mu$ is varied. Consequently, the Majorana fermions in the junction survive until reaching the critical chemical potential determined from the topological condition (3.41), $\mu_c \simeq 0.26$.

Finally, the Majorana polarization picture of the fractional Josephson effect is detailed in Fig. 5.8. For a zero phase difference between the superconducting islands, there are no Majorana fermions forming in the junction. Majorana fermions remain at the extremities of the wire because the system sits in a topological phase (3.41). The would-be Majorana states in the normal region hybridize and appear as Andreev bound states at
energies lower than the superconducting bulk gap (see Fig. 5.7(a)). When the phase varies from $\phi = 0$, the Majorana fermion at the right end of the wire responds by rotating its polarization vector. The Andreev states get gradually closer to zero energy as the phase approaches $\phi = \pi$ and additionally change their polarization. At $\phi = \pi$ the Andreev states fuse to create extended Majorana fermions with the same polarization (see Fig. 5.7(b)). Hence an integrated Majorana density of 1 (i.e. 2 Majorana fermions) is recorded in the normal region. In Fig. 5.7(c) is represented the rotation of the polarization vector for the right end Majorana fermion. It was checked in Ref. [121] that the Andreev bound states, when approaching zero energy, gradually gain a Majorana polarization to compensate the change in polarization of the right end zero-bound energy state.

5.4 Ring with an uniform phase gradient

This section develops the previous numerical study of the SNS junction to ring geometries as the one schematically illustrated in Fig. 5.9(a). The spin-coupled semiconducting wire is fashioned into a ring and placed flat on an s-wave superconductor. One section of the wire does not touch the superconductor and, considering that it does not experience the superconducting proximity effect, forms the “normal” region of the ring. The rest of the ring realizes a topological superconductor. Even if the the wire parameters are chosen such that it falls under the topological condition (3.41), there will be no Majorana fermions at the interface between the normal and superconducting region. This is because the would-be Majorana fermions forming at the two ends of the superconducting region communicate through the normal region and are lifted from zero energy. Nevertheless Majorana fermions could still form if the phase of the superconductor is allowed to vary along the wire.

In Ref. [124], it was shown that supercurrents in the bulk of the superconductor could be used in principle to manipulate the Majorana fermions. More precisely, it has been shown that a constant spatial gradient in the phase of the superconducting parameter can drive the system from a topological phase supporting Majorana fermions to a
5.4 Ring with an uniform phase gradient

Fig. 5.9: (a) Ring geometry where a uniform phase gradient varies the phase of the induced superconducting parameter from 0 to $\phi$ in the superconducting region $S$. The normal region (N) in the wire is represented by a dashed line. (b) Variation of the superconducting phase in a topological SC wire: the phase $\phi$ is set to zero in the left region, and a constant gradient is considered to be induced in the central region by bulk supercurrents (in red) such that the phase $\phi$ reaches a value of $\pi$ in the left region of the wire.

trivial phase without zero-energy bound modes. This is the necessary ingredient to form Majorana fermions in the ring geometry.

Before tackling the ring geometry, it is instructive to investigate first the linear geometry in order to understand the action of the uniform superconducting phase gradient. This study was carried out in Ref. [124] and it is illustrated here in the context of a one-dimensional tight-binding model. The linear geometry is identical to the one treated in Sec. 3.2.3 with the essential adjustment that the superconducting phase is allow to twist along the wire via an uniform phase gradient. One can also fashion a tripartite system where the gradient acts only on the central region of the wire. A typical spatial dependence of the phase is presented in Fig. 5.9(b); there are two outer regions of constant phase, with a central region uniform experiencing a phase twist. The main interest lies in finding whether the uniform phase variation may give rise to similar physics to the one observed in the SNS junction. The question is if through the action of the phase gradient alone it is possible to bring the central region in a "normal phase". In the second subsection, the ring geometry with a uniform phase gradient in Fig. 5.9(b) is investigated in order to identify the Majorana fermions in the normal region.

5.4.1 Constant phase gradient in a wire

Consider the system present in the previous sections with the same model parameters. The system is composed of three parts with a central region that experiences the uniform phase gradient $\nabla \phi$ and is modeled by the Hamiltonian

$$H = \sum_{j=1}^{L} C_j^\dagger [(t-\mu)\tau_3 + B_z \sigma_3 - \Delta e^{-i\phi}] C_j - \frac{1}{2} \left[ C_j^\dagger (t+i\alpha \sigma_2) \tau_3 C_{j+1} + H.c. \right]. \quad (5.12)$$
Note that the phase of the superconducting parameter, \( \phi_j \), is site-dependent. In the central region of the wire (between sites \( N_1 \) and \( N_2 \)) there is a phase gradient \( \nabla \phi \) which acts by increasing the phase, \( \phi_j = \phi_{j-1} + \nabla \phi \).

Before launching into a numerical analysis of the tight-binding Hamiltonian in Eq. (5.12), it is worth considering the effect of the constant phase gradient on the topological invariant. It is not entirely surprising that the gradient of the superconducting parameter could make the system switch between a topological trivial and nontrivial phase. For a uniform gradient, this can be readily understood in the limit of an infinite wire. As shown in Ref. [124], the phase of the pairing term can be gauged away, with the effect of adding a gradient-dependent correction to the canonical momentum and of renormalizing the hopping parameter and the spin-orbit coupling. For an infinite tight-binding wire, the condition to have a topological phase, computed using the method presented in Sec. 4.2, yields

\[
\left\{ \left[ \mu - \frac{t}{8}(\nabla \phi)^2 \right]^2 - \frac{\alpha^2(\nabla \phi)^2}{4} - V_z^2 + |\Delta|^2 \right\} \times \left\{ \left[ \mu - 2t - \frac{t}{8}(\nabla \phi)^2 \right]^2 - \frac{\alpha^2(\nabla \phi)^2}{4} - V_z^2 + |\Delta|^2 \right\} < 0.
\]

(5.13)

When the bandwidth \( t \) is larger than the other parameters of the system, the second term of the product is always positive. Thus, for a zero chemical potential \( \mu \), the critical phase gradient is the exact lattice analogue of the continuum expression determined in Ref. [124]:

\[
(\nabla \phi)_c = 2\sqrt{2} \left\{ \left( \frac{\alpha}{t} \right)^2 + \left[ \frac{V_z^2 - \Delta^2}{t^2} + \left( \frac{\alpha}{t} \right)^4 \right]^{1/2} \right\}^{1/2}.
\]

(5.14)

A phase gradient has a Cooper pair-breaking effect and can close the superconducting gap at the Fermi momentum. This leads to a second critical value for the phase gradient \( (\nabla \phi)_{gl} \) above which the bulk gap closes and the system enters a gapless regime (see Fig. 5.10). Its exact value is determined by numerically studying the closing of the gap for an infinite system that experiences a uniform phase gradient \( \nabla \phi \). The study is carried here on a momentum space Bogoliubov-de Gennes Hamiltonian

\[
H = \frac{1}{2} \sum_k C_k^\dagger \mathcal{H} C_k, \quad C_k = (c_{k\uparrow}, c_{k\downarrow}^\dagger, c_{-k\downarrow}, c_{-k\uparrow}),
\]

\[
\mathcal{H} = (t - \mu) \tau_3 + B_z \sigma_3 - |\Delta| \tau_1 - [t \cos(k) + \alpha \sin(k) \sigma_2] \cos(\nabla \phi/2) \tau_3 - [t \sin(k) - \alpha \cos(k) \sigma_2] \sin(\nabla \phi/2).
\]

(5.15)

For the system parameters \((B_z = 0.4, \Delta = 0.3, \alpha = 0.2, \mu = 0)\), the gradient for which the system enters the gapless phase is \((\nabla \phi)_{gl} \simeq 0.27\), while the topological condition determines a critical phase gradient \((\nabla \phi)_c \simeq 1.57\).

Let us denote the central region which experiences the uniform phase gradient as GR. The wire starts in a topological phase at zero gradient and hence it supports two Majorana fermions at its extremities. The question to be tested is whether new Majorana
fermions can form at the interface of the GR with the outer regions, or extended in the GR as in an SNS junction. Note that the above considerations allow us to eliminate the first possibility. Because \((\nabla \phi)_c > (\nabla \phi)_{gl}\), the system enters first a gapless regime, so there is no boundary to a trivially gapped phase at the edges of the GR. Inspecting the phase diagram in Fig. 5.10 indicates that this result is general in nature. Always an increasing phase gradient pushes the system from a topologically gapped phase to a gapless regime and therefore no localized Majorana bound states are expected.

If the transition takes place to a gapless phase, then it still remains open the possibility that Majorana fermions could form as extended states in GR. However the gradient has a particle-hole breaking effect [124, 75] and, moreover, losing the protection of the bulk gap leads to the destruction of Majorana fermions even for phase gradient values above \((\nabla \phi)_c\). In Fig. 5.11(a) the phase gradient over the 20 central sites is \(\pi/20\), smaller than the \((\nabla \phi)_{gl}\) value and the GR remains topologically gapped. There is an unique topological phase in the system and hence there are only two Majorana states which form at the wire ends. Because of the relative phase \(\phi = \pi\) between the two outer regions, the Majorana fermions have identical Majorana polarizations. Increasing the gradient has the effect to push the system in a gapless regime and to drastically diminish the gap to the first excited states in the GR, however no Majorana fermions form in the GR.

Fig. 5.10: Phase diagram of the spin-orbit coupled semiconducting wire in proximity to a superconductor, under a phase gradient \(\nabla \phi\) (taken from Ref. [72]). \(B\) is the magnetic field \((B_z)\), \(\Delta\) the induced superconducting parameter, \(\mu\) the chemical potential and \(u\) the spin-orbit coupling constant \((\alpha)\). The system presents gapped topological phases (TP) which support Majorana fermions and trivial phases without Majorana fermions. There are also gapless phases (GLP) (manifestly devoid of Majorana fermions). Central to the present study is the fact that starting from a topological phase (TP) at zero gradient it is impossible to enter a trivially gapped state through the action of the gradient alone; the gradient pushes the system into a gapless (nontopological) phase.
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Fig. 5.11: (a) The phase of the superconducting parameter is twisted by $\pi$ over 20 central sites. The central regions remain topologically nontrivial and Majorana fermions with the same polarization form only at the ends of the wire. (b) Phase gain of $11\pi$ over 11 sites. Two Majorana fermions form in the GR having an opposite polarization with respect to the end modes.

Nevertheless, there is one special case in which Majorana fermions can form in the GR. This situation arises when the GR is constructed as a series of Josephson junctions with a phase increase of $(2n+1)\pi$ between two neighboring sites, with $n$ being an integer. The GR must consist of an odd number of sites, to ensure a relative phase difference $(2n'+1)\pi$ between the left and right regions. Then extended Majorana fermions form in the GR. This situation is exemplified in Fig. 5.11(b): two extended Majorana fermions form for a phase difference of $\phi = 11\pi$ over an 11-site GR. Integrating the Majorana polarization over the central region yields a total value of one, showing that only two Majorana states form in this region. This limit case is the only one where Majorana fermions are formed as extended states in the GR. Naturally it is difficult to expect that such strong gradient and such particular conditions can be found in a physical system.

It is noteworthy to point the general fact that the system is invariant under a change of $2\pi$ in the phase gradient. Hence for an $N$-site GR, there is a $2\pi N$ periodicity in the total relative phase $\phi$ between the left and right ends of the wire. In the special case when the gradient is over an odd number of sites with Majorana fermions forming at $\nabla \phi = (2n + 1)\pi$, the periodicity in the total phase is $4\pi N$ (see in Fig. 5.12(a)).

5.4.2 Ring with a uniform phase gradient

Let us investigate the presence of Majorana fermions in the ring geometry from Fig. 5.9(b). The phase of the superconducting phase is twisted with a phase gradient $\nabla \phi$. The question is under what conditions do Majorana fermions form in the normal region.
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Fig. 5.12: (a) Evolution of the first two positive eigenvalues with the phase difference $\phi$ for a 11-site GR. The constant zero-energy mode corresponds to an end Majorana state. The energy of the other mode evolves with $\phi$ and reaches zero only when there is a $(2n + 1)\pi$ phase difference between two neighboring sites (this happens here for $n = 0$ and $n = 1$, corresponding to $\phi = 11\pi$ and respectively $\phi = 33\pi$). (b) Evolution of the lowest-energy modes with the phase difference $\phi$. Note the shift $\delta\phi$ from the expected formation of Majorana fermions at $\pi$.

The tight-binding Hamiltonian describing the system reads

$$H = \sum_{j \in S} \left\{ C_j^\dagger [(t - \mu)\tau_3 + B_3\sigma_3]C_j - \frac{1}{2} [C_j^\dagger (t + i\alpha\sigma_2)\tau_3 C_{j+1} + \text{H.c.}] \right\}$$

$$- \sum_{j= N_1}^{N_2} C_j^\dagger \Delta e^{-i\phi_j} \tau_1 C_j.$$  \hspace{1cm} (5.16)

The first sum runs over the entire ring $\{\circ\}$, while the second sum runs over the superconducting region between the sites $N_1$ and $N_2$. In the superconducting region the phase grows under a uniform gradient $\phi_j = \phi_{j-1} + \nabla\phi$.

While no Majorana states are formed at $\phi = 0$, for peculiar values of the phase difference accumulated over the superconducting region, and for phase gradients that are not too large, Majorana fermions can form in the normal region. This can be seen in Fig. 5.12(b), where are plotted the low-energy eigenvalues as a function of the total phase difference. In principle, when the accumulated phase is $\pi$, the would-be Majorana states are of opposite type and could exist as extended modes in the normal region. Nevertheless, note that in simulations the Majorana fermions form at a phase difference slightly larger than $\pi$ (see Fig. 5.12(b)). Such deviation from $\pi$ can be attributed to finite size effects and to the communication of the zero modes through the superconducting region. In numerical simulation, Majorana fermions form at $\pi + \delta\phi$ and the shift $\delta\phi$ decreases with system size. The Majorana polarization is plotted at this particular value in Fig. 5.13(a). Integration of the polarization shows that the two zero energy modes have the same polarization, which is adding up to a value of one.

This $2(\pi + \delta\phi)$ periodicity in the formation of Majorana fermions is preserved for gra-
Fig. 5.13: (a) Majorana polarization as a function of energy and position for a ring with a total phase difference of $\pi + \delta \phi$. The system is periodic with site first and last site equivalent. Extended Majorana modes form over the entire normal region. (b) First two positive eigenvalues for a decreasing GR length. The total phase difference is kept at $\phi = \pi$, while the number of sites is varied. Close to the critical value of the gradient $(\nabla \phi)_{gl} = 0.27 \simeq 11.6$, the system passes into a gapless regime. Due to finite-size effects the numerical analysis recovers this transition at a smaller value than the expected 11 or 12 sites.

5.5 Discussion

The present chapter has studied the behavior of Majorana modes in several SN and SNS junction constructed from semiconducting spin-coupled wires in proximity to an $s$-
wave superconductor. Throughout, it was shown that coupling Majorana modes to a normal metal can lead to extended Majorana modes in the latter. The extension of the modes is controlled by the penetration length $\xi_p$ of superconductivity in the normal region. Increasing the penetration length leads to a reduction of the normal region. In the limit of a penetration length larger than the normal region size, the system becomes effectively a topological superconductor with localized Majorana fermions.

In the context of SNS junction, it was shown how Majorana polarization can be used to illustrate the physics of the fractional Josephson effect. The superconducting phase leads to a rotation of Majorana polarization. In this manner, the extended Majorana fermions forming at a phase difference $\phi = \pi$ have the same polarization and do not hybridize to form Andreev bound states.

Finally, cases with a uniform gradient in the induced superconducting phase were treated in linear and ring geometries. In the linear case, a topological superconductor in a nontrivial phase had a central region subjected to a uniform gradient. However it was impossible to induce Majorana fermions at the interfaces with the outer regions. The central region could not be turned into a trivially gapped phase due to the fact that the system always enters first into a gapless regime. Hence the possibility to have localized Majorana fermions at the interface is excluded. Moreover, the gradient has a Cooper pair-breaking effect and without the protection of the bulk gap there are no extended Majorana fermions in the “normal” region. Extended modes were shown to exist only in the case where the total phase gain is an odd multiple of $\pi$ and, simultaneously, the gradient changes by $\pi$ from site to site. Then the system behaves as a series of short Josephson junction each at phase difference $\phi = \pi$.

In the case of the ring geometry carrying a “normal” region, it was shown that the uniform gradient can twist the phase in the topological superconducting region such that its two ends have a difference of $\pi$. Then the system maps to a regular SNS junction and extended Majorana modes form in the normal section. Finite size effects produce a shift $\delta\phi$ from the ideal value $\phi = \pi$. It remains in the future to investigate the presence of Majorana fermions at higher gradient values above the transition into the gapless regime; these are not predicted by the theory and do not seem to arise with the periodicity $2(\pi + \delta\phi)$. 
Multiple Majorana fermions in a two-band model

The spin-coupled semiconducting wire studied in the previous chapters supports $\mathbb{Z}_2$ topological phases, where Majorana modes appear due to proximity effect to an $s$-wave superconductor. The index $\mathbb{Z}_2$ means the Majorana fermions are essentially solitary zero bound modes living at the interface of the wire with the vacuum. They are lifted from zero energy through coupling with another Majorana fermion and they form a regular complex fermion. Is it possible to have multiple Majorana living in proximity to each other in a 1D wire? This question has recently received a clear positive answer. In Ref. [125] it was shown that in the class of chiral topological superconductors BDI, one can in principle have a system described by a $\mathbb{Z}$ topological invariant (see Tab. [1]). Therefore multiple Majorana fermions could be accommodated at the ends of a wire. The possibility was made more concrete when a simple two-band tight-binding superconducting model for spinless fermions in the BDI class was shown to hold two Majorana modes [126].

In the present chapter the model proposed in Ref. [126] is treated as an ideal model on par with the Kitaev model. It is actually an extension of Kitaev model with the crucial modification that there are next-nearest-neighbor hoppings and superconducting parings in the model. Through simple arguments it is shown here that this is generally a sufficient condition to allow for multiple Majorana fermions localized at an edge.

Furthermore, here are investigated the specific signature due to presence of multiple Majorana fermions. For once the presence of several Majorana fermions at one edge of the superconducting wire opens several Andreev transport channels in SN junctions and therefore the conductance can reach the value $2e^2/h \times Q$ with $Q \in \mathbb{Z}$ [127]. However, the focus here is on the question whether the fractional Josephson effect, for Josephson junction connecting wires which support multiple Majoranas, survives and the anomalous $4\pi$-periodicity of the phase/current dependence is maintained.

Finally, the possibility to create new Majorana modes through the addition of a uniform superconducting phase gradient in the central region of the 1D wire is explored.
The gradient can locally push the system in a non-trivial $\mathbb{Z}_2$ phase, while the rest of the system remains a topologically trivial $\mathbb{Z}_2$ (but nontrivial $\mathbb{Z}$). Then new Majorana fermions form at the interfaces with the uniform gradient region, while multiple Majorana modes can subsist at the end of the wire.

Before analyzing the properties of $\mathcal{H}$, let us provide some general symmetry arguments which explain why a general 1D Hamiltonian can sustain phases with more than one Majorana end states.

6.1 Topological properties of a two-band BDI topological superconductor

6.1.1 Symmetry constraints

A 1D superconducting system can have multiple Majorana bound states at its ends when the system exhibits particle-hole symmetry and, crucially is also time-reversal invariant (TRI) [125, 126]. For the two-band Bogoliubov-de Gennes (BdG) Hamiltonian presented here, this can be seen from the following simple argument. A general two-band BdG Hamiltonian $\mathcal{H}$ obeys PHS by construction, and can be written in the particle hole basis as

$$\mathcal{H} = \mathbf{h} \cdot \tau,$$

where $\tau$s are the Pauli matrices in the particle-hole space. Note that under PHS symmetry the components of the vector Hamiltonian $\mathbf{h}$ observe

$$h_1(k) = -h_1(-k),$$
$$h_2(k) = -h_2(-k),$$
$$h_3(k) = h_3(-k).$$

The time reversal operator for spinless fermions is just the complex conjugation operator. Hence, if the system is TRI, the components of $\mathbf{h}$ obey the following constraints:

$$h_1(k) = h_1(-k),$$
$$h_2(k) = -h_2(-k),$$
$$h_3(k) = h_3(-k).$$

Particle-hole and time-reversal symmetries impose the chiral symmetry represented by the operator $\tau_1$ which anti-commutes with the Hamiltonian

$$\{\mathcal{H}, \tau_1\} = 0.$$

If $\mathcal{H}$ obeys all these symmetries, then it follows that $h_1$ must vanish. Hence $\mathcal{H}$ has only two remaining components and, therefore, $\mathbf{h}$ defines a mapping from the Brillouin Zone
(BZ) to the Bloch “circle”

\[ \hat{h} : T^1 \to S^1. \]  

(6.5)

Hence the mapping is characterized by a winding number \( w \) which is an integer \([125]\]. Therefore a two-band BdG Hamiltonian belongs to the topological BDI class characterized by a \( \mathbb{Z} \) topological invariant \([12, 13, 11]\).

### 6.1.2 Winding number of a circuit and role of distant site couplings

The form of the winding number will give an insight to how one increase the number of Majorana fermions by adding distant-site coupling terms in the Hamiltonian. Let us clarify the computation of the winding number of a closed curve around the origin in the 2D plane; the curve is a mapping \( f : T^1 \to \mathbb{R}^2 \setminus \{0\} \). By components the curve reads \( f(t) = (x(t), y(t)) \). Let \( t \) parametrize this curve with \( t \in [0, 2\pi) \). Then the winding number \( w \) of the curve around the origin in \( \mathbb{R} \) reads

\[ w = \frac{1}{2\pi} \int_0^{2\pi} dt \frac{xy - \dot{x}\dot{y}}{r^2}, \quad r^2 = x^2 + y^2. \]  

(6.6)

The winding number can be computed using the Brouwer degree of a curve \([45]\). In the case that the kernel of function \( x(t) \) has a finite number of points \( t \), the winding number reduces to

\[ w = -\frac{1}{2} \sum_{t \in \ker x} \text{sgn} \left[ \dot{x}(t)y(t) \right]. \]  

(6.7)

An equivalent formula for the winding number can be produced where now one uses a sum over the zeros of \( y(t) \).

In the case of a general TRI, BdG Hamiltonian presented in the previous subsection, the winding number is

\[ w = -\frac{1}{2} \sum_{k \in \ker h_2} \text{sgn}[\partial_k h_2 h_3]. \]  

(6.8)

Note from the symmetry constraints that the kernel of \( h_2 \) contains at least the special BZ points 0 and \( \pi \). To create more Majorana bound states at one end, the winding number must satisfy \(|w| > 1\). This implies that \( \ker h_2 \) must contain other points than 0 and \( \pi \). This can happen by enlarging the unit cell through the addition of hopping and superconducting pair terms coupling distant sites. Then new nodes in the energy dispersion develop for \( k \in [0, \pi] \) and can lead to higher winding number. Hence the presence of higher-order hopping or pairing terms is a sufficient condition to have multiple Majorana bound states at the ends of a 1D wire.
6.2 Model Hamiltonian and phase diagram

The model proposed in Ref. [126] is a two-band tight-binding model for spinless electrons. The Hamiltonian reads

\[
H = \sum_i \left[ - (1 - c_i^\dagger c_i) \mu - \lambda_1 (c_i^\dagger c_{i+1} + c^i_{i+1} + \text{H.c.}) \right. \\
\left. - \lambda_2 (c_{i-1}^\dagger c_{i+1} + c_{i+1}^\dagger c_{i-1}^\dagger + \text{H.c.}) \right],
\]

where \( \lambda_1 \) corresponds both to the nearest-neighbor (NN) hopping amplitude and to the nearest-neighbor superconducting gap while \( \lambda_2 \) denotes the next-nearest-neighbor (NNN) hopping amplitude and next-nearest-neighbor superconducting gap. In what follows, \( \lambda_1 \) is assumed positive. The chemical potential \( \mu \) is set to one in the following. When \( \lambda_2 = 0 \), the Hamiltonian in Eq. (6.9) corresponds to the Kitaev model [66].

The phase diagram of \( H \) has been established in Ref. [126]. Here we recover this phase diagram in a different manner, by using Eq. (6.8) to unambiguously characterize each topological phase in the \( (\lambda_1, \lambda_2) \) plane. This phase diagram is drawn for completeness in Fig. 6.1.

The phase diagram associated with \( H \) is characterized by phases with \( w = 0, 1, 2 \). Indeed, for \( \lambda_2 > 1 + \lambda_1 \) or \( \lambda_2 < -1 \) and \( \lambda_2 < 1 - \lambda_1 \), \( H \) can sustain a phase with two Majorana zero modes localized at each wire end [126].
Transport in SN junctions

Before analyzing the physics of Josephson junctions made with wires supporting several Majorana fermions, let us focus on an SN junction for a superconductor described by the Hamiltonian \( H \) in Eq. (6.9). For a junction between a wire with one Majorana end state and a normal metal, it has been predicted that the differential conductance exhibits a zero-bias peak of height \( 2e^2/h \) [102, 103]. A similar question for a junction between a topological superconducting wire characterized by a topological index \( w > 1 \) and a normal metal has been recently addressed in Ref. [127]. The authors have shown that for such junctions the conductance \( G \) can reach a value of \( G = |w| \times 2e^2/h \). This prediction is checked here by considering a junction between a wire described by Eq. (6.9) supporting 4 Majorana fermions, 2 at each of its extremities, and a normal wire.

The low-energy properties of such a system are determined by the coupling of the two end Majorana fermions with the normal metal. This coupling can be captured by a \( 2 \times 2 \) hybridization matrix \( \Gamma \). In order to compute the low-bias transport properties of this junction, one can directly use the \( S \)-matrix formalism developed by Flensberg [103], and noting that the two wave-functions for the Majorana fermions are orthogonal [126], such that there is no inter-Majorana coupling term.

The resulting expression for current can be written as [103]

\[
I = \frac{e}{h} \int d\omega M(\omega) [f(-\omega + eV) - f(\omega - eV)],
\]

(6.10)

where \( M(\omega) = \text{Tr}[G^R(\omega) \Gamma G^A(\omega) \Gamma(\omega)] \), and \( G^R(\omega) = 2[\omega 1 + 2i\Gamma]^{-1} \) denotes the retarded Green’s function. The differential conductance becomes

\[
\frac{dI}{dV} = -\frac{e^2}{h} \int d\omega M(\omega) \left[ \frac{df(-\omega + eV)}{d\omega} - \frac{df(\omega - eV)}{d\omega} \right].
\]

(6.11)

which at \( T = 0 \) reduces to

\[
\frac{dI}{dV} = \frac{2e^2}{h} M(eV).
\]

(6.12)

Taking an explicit trace over the transmission matrix, it follows that

\[
\frac{dI}{dV} = \frac{8e^2}{h} \frac{8 \det(\Gamma)^2 + (eV)^2 \text{Tr}(\Gamma^2)}{[(eV)^2 - 4 \det(\Gamma)]^2 + [2eV \text{Tr}(\Gamma)]^2},
\]

(6.13)

which at zero bias becomes

\[
\frac{dI}{dV} = \frac{4e^2}{h}.
\]

(6.14)

The zero-bias value of the differential conductance is thus the double of that expected for a junction with a single Majorana fermion at the interface. This is consistent with each interface Majorana contributing a \( 2e^2/h \) to the total conductance.
6.4 Josephson junctions

In this section, it is analyzed how the Josephson effect is affected by the presence of several Majorana zero modes. In particular, only short Josephson junctions are considered between two wires which can sustain several Majorana end states. The model Hamiltonian reads

$$H = H_L + H_R + H_T.$$  (6.15)

The Hamiltonian for the left wire, $H_L$, is described by the Hamiltonian $H$ in Eq. (6.9) characterized by parameters $(\lambda_L^1, \lambda_L^2)$. The right wire is characterized by $H_R$, which is obtained from $H_L$ by changing $(c_i^\dagger c_j^\dagger \rightarrow c_i^\dagger c_j^\dagger e^{i\phi})$ in Eq. (6.9). Note that the same variable phase $\phi$ is attached to the NN and NNN pairing terms. The second wire is characterized by the parameters $(\lambda_R^1, \lambda_R^2)$. The tunneling Hamiltonian can be modeled as

$$H_T = - (\lambda_L^1 c_N^\dagger c_{N+1} + \lambda_L^2 c_{N-1}^\dagger c_{N+1} + \text{H.c.}),$$  (6.16)

where the junction is made between site $N$ (last of $H_L$) and $N + 1$, (first of $H_R$). By convention the hopping/pairing of the tunneling Hamiltonian are taken identical to the ones in the left wire.

Each wire is labeled by a topological index $w^\alpha = 0, 1, 2$ with $\alpha = L, R$. The absolute value of the winding number indicates the number of Majorana fermions at one end in each wire, taken separately. It is useful to think about the junction as formed by bringing adiabatically the wires together. The low-energy physics of the junction reduces to an analysis of the coupling of the several Majorana modes across the junction, as presented in Fig. 6.2. In the figure are illustrated the various $w^L - w^R$ junctions that are being treated in the following: the $1 - 1, 1 - 2$ and $2 - 2$ junctions. The numerical simulations are made on a 100-site system with the junction at site 50.

Before analyzing the Josephson effect in junctions made from wires supporting multiple Majorana fermions, one may ask if a complex superconducting order parameter in a topological superconducting wire can have an effect on its phase diagram. However, while $H_R(\phi)$ is generically complex, an uniform phase $\phi$ can be gauged away, yielding a real Hamiltonian and the same phase diagram as the one depicted in Fig. 5.1.

6.4.1 The $1 - 1$ Josephson junction

Let us consider first a Josephson junction between two wires with a topological index $w^\alpha = 1$. This type of junction has been extensively studied and the model is checked here that it is consistent with the known physics. The model parameters are chosen as $(\lambda_L^1, \lambda_L^2) = (1, 1)$. Our numerical results for the dependence of the energy levels of this junction with the phase difference recover a $4\pi$ periodicity consistent with the anomalous Josephson effect (see Fig. 5.3(a)).
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Fig. 6.2: To form Josephson junctions, wires characterized by winding numbers $1 - 1$, $1 - 2$ and $2 - 2$ are brought into contact. Without loss of generality, the left-hand side superconductor has real order parameters, while on the right-hand side they have a superconducting phase $\phi$. The low-energy Hamiltonian is assumed to contain only phase-dependent coupling terms between the Majorana fermions.

In Fig. 6.3 (b) it is plotted the eigenvalue spectrum of the junction for $\phi = 0, \pi/2, \pi$. Only for $\phi = \pi$ one recovers four zero-energy eigenvalues which corresponds to four Majorana fermions: one at each extremity and two at the junction.

The $4\pi$-periodicity can be understood from a simple effective low energy Hamiltonian following Kitaev [66]. The overlap between the wave functions of the two Majorana fermions at the extremities with the Majorana fermions at the interface is neglected. The simplest low-energy effective Hamiltonian reads [66, 101, 118, 24, 128, 119, 129, 120]:

$$ H_{eff}^{1-1} = i t_{12} \cos(\phi/2) \gamma_1 \gamma_2, $$

where $\gamma_1$ is a Majorana fermion at the right end of the first wire, and $\gamma_2$, a Majorana fermion localized at the left end of the second wire. Here $t_{12}$ is the effective tunneling amplitude (see Fig. 6.2). One can check that the cosine behavior reproduces well the low energy spectrum. It is worth emphasizing that $i \gamma_1 \gamma_2$ is trivially a conserved quantity of $H_{eff}^{1-1}$. 

Fig. 6.3: (a) The dependence of the lowest-energy eigenvalues on the superconducting phase difference between the two wires. (b) The eigenvalue spectrum for three different values of $\phi = 0, \pi/2, \pi$. The system exhibits four zero-energy modes at $\phi = \pi$. Model parameters are $\lambda_1 = 1$ and $\lambda_2 = 1$. 

$$ E(\phi) = a |\phi - \pi|, \quad a = 0.363. $$

$$ E_{\phi = 0} = -0.6, E_{\phi = \pi/2} = 0, E_{\phi = \pi} = 0.6. $$
6.4 Josephson junctions

Fig. 6.4: (a) The dependence of the lowest-energy eigenvalues on the superconducting phase difference between the two wires. (b) The eigenvalue spectrum for three different values of $\phi = 0, \pi/2, \pi$. The system exhibits eight zero-energy modes at $\phi = \pi$.

6.4.2 The $2 - 2$ Josephson junction

Let us now consider a junction between two superconducting wires characterized by winding numbers $w^\alpha = 2$.

Analysis of the spectrum

The eigenvalue spectrum for a $2 - 2$ junction is computed numerically. The result is shown in Fig. 6.4(b). The first important thing to note is that the anomalous $4\pi$-periodicity still holds. The only difference is that there are now four Majorana fermions forming at the junction when the phase difference is $\phi = \pi$. At each extremity of the system there are also two Majorana fermions which subsist for any value of $\phi$, making the ground state eight-fold degenerate at $\phi = \pi$ (see Fig. 6.4(b)).

A low-energy Hamiltonian capable to describe the numerical results presented in Fig. 6.4 must involve four Majorana fermions. Let us denote by $\gamma_1, \gamma_2$ the Majorana fermions on the left side of the junction and by $\gamma_3, \gamma_4$ the Majorana fermions on the right side of the junction. A general Hamiltonian involving the four Majoranas can be written as

$$
H_{\text{eff}}^{2-2} = i\gamma_1(t_{13}\gamma_3 + t_{14}\gamma_4) \cos \frac{\phi}{2} + i\gamma_2(t_{23}\gamma_3 + t_{24}\gamma_4) \cos \frac{\phi}{2}
+ it_{34}\gamma_3\gamma_4 \sin \phi + it_{12}\gamma_1\gamma_2 \sin \phi.
$$

(6.18)

The phase dependence of $H_{\text{eff}}^{2-2}$ is fixed by enforcing a $2\pi$-periodicity together with the constraint that for $\phi = 0$ there is no direct coupling between $\gamma_1$ and $\gamma_2$, nor between $\gamma_3$ and $\gamma_4$. The $\cos(\phi/2)$ is required by gauge invariance. Here are formally included some direct-tunneling terms between the Majorana fermions on the same side of the junctions ($t_{12}$ and $t_{34}$), which may be non-zero when $\phi \neq 0, \pi$ (this explains the $\sin(\phi)$). However, one can argue that such terms must be less significant since they are the result
of higher-order hopping processes between the two superconductors. In fact these terms turn out to be negligible for the description of the low-energy spectrum.

Contrary to the $1 - 1$ junction, where there was an obvious quantity commuting with the Hamiltonian for all values of $\phi$, for the $2 - 2$ junction this is not obvious for $\phi \neq \pi$. Neglecting the last line of Eq. (6.18) allows to determine the energy eigenvalues

$$E_{\pm}^{2-2} = 2c_{\pm} |\cos(\phi/2)|,$$

$$c_{\pm} = \frac{1}{2\sqrt{2}} \sqrt{b \pm \sqrt{b^2 - 4a^2}}$$

(6.19)

with $a = t_{14}t_{23} - t_{13}t_{24}$, and $b = t_{13}^2 + t_{14}^2 + t_{23}^2 + t_{24}^2$. The value of $c_{\pm}$ is determined numerically by a linear fit at low energy near $\phi = \pi$ in Fig. 6.4(a).

Analysis of the Majorana polarization

A useful tool to analyze the behavior of Majorana fermions is the Majorana polarization, a local topological order parameter introduced in Ref. [110] and related to the degree of anomalous pairing in a 1D topological wire.

The existence of a Majorana fermion is recorded as a zero-energy Majorana polarization density of 0.5. A Majorana fermion can have a $x$- and $y$-Majorana polarization. When the Hamiltonian is real at $\phi = 0$ and $\phi = \pi$, the $y$-Majorana polarization $P_{M_y}$ is 0. When the superconducting parameter acquires a phase, the polarization along the $y$-direction is generally nonzero.

Here, similar to Ref. [121], the end Majorana fermions respond to the variation of $\phi$ by rotating their Majorana polarization. This is due to the superconducting parameter becoming complex. However at $\phi = \pi$ the superconducting parameter becomes real again and the zero-energy end states have the same Majorana polarization. For this particular value of the phase, four new Majorana fermions form at the junction, two in each wire, their $x$-Majorana polarization compensating the Majorana polarization of the end modes (see Fig. 6.5).

6.4.3 The $1 - 2$ Josephson junction

In the following, the focus is on the remaining $1 - 2$ junction. This is a particularly interesting problem since two distinct topological sectors are brought into contact via a Josephson junction.

Analysis of the spectrum

The physics of this junction is expected to be dominated by three interacting Majorana fermions localized at the interface. One can show that for a winding number difference of one between the right side and the left side of the junction, one Majorana mode is bound at the interface for any choice of $\phi$. Moreover, at $\phi = \pi$ the system is six-fold degenerate with three zero energy Majorana in the junction region (see Fig. 6.6(b)).
Fig. 6.5: Zero-energy Majorana polarization integrated over the 40 sites around the junction. Four Majorana states form at the junction for \( \phi = \pi \) yielding a \( x \)-Majorana polarization of 2, and compensating the Majorana polarization of the four end bound state.

Fig. 6.6: (a) The dependence of the lowest-energy eigenvalues on the superconducting phase difference between the two wires. The dotted line indicate the fit of the lowest-energy numerical eigenvalue with the analytical form in \( E_+ \) from Eq. (6.21). The fit parameter is \( a = \sqrt{t_{12}^2 + t_{13}^2} \). (b) The eigenvalue spectrum for three different values of \( \phi = 0, \pi/2, \pi \). The system exhibits six zero-energy modes at \( \phi = \pi \).

Let \( \gamma_1 \) denote the Majorana fermion on the left side of the junction, and by \( \gamma_2, \gamma_3 \) the Majorana fermions on the right side. The gauge invariance of the Hamiltonian suggests that the phase-dependent couplings between \( \gamma_1 \) and \( \gamma_{2,3} \) are proportional to \( \cos(\phi/2) \) to compensate the sign change. A low-energy Hamiltonian describing the Majorana coupling in the \( 1 - 2 \) system can thus be written as

\[
H_{\text{eff}}^{1-2} = i\gamma_1 (t_{12}\gamma_2 + t_{13}\gamma_3) \cos \frac{\phi}{2} + it_{23}\gamma_2\gamma_3 \sin \phi.
\] (6.20)

This Hamiltonian has three zero-energy eigenstates at \( \phi = \pi \). For a phase difference of \( \phi \neq \pi \), the effective Hamiltonian (6.20) has one zero eigenvalue (required by the anti-symmetry of the \( 3 \times 3 \) matrix) and two non-zero eigenvalues. The constant zero-energy state, which is a Majorana edge state bound at the interface between two topologically
Fig. 6.7: (a) The Majorana polarization of the right-end Majorana fermions integrated over the last 30 sites. Note the oscillatory behavior of the $x$- (red) and $y$- (blue) Majorana polarization components with a total constant Majorana density of $2 \times 0.5$, corresponding to two rotating Majorana modes. (b) Zero-energy density of states integrated over the 40 sites around the junction point. (c) Zero-energy Majorana polarization integrated over the 40 sites around the junction. The $x-$polarization (red) and the $y-$polarization (blue). Three Majorana fermions having the same polarization are supported at the junction for $\phi = \pi$.

A nonequivalent regions, is the result of the difference of one unity between the topological indices of the two regions.

Similar to the $2-2$ junction, if the last term of Eq. (6.20) is neglected, the form for the two eigenvalues becomes

$$E_{\pm} = \pm \sqrt{t_{12}^2 + t_{13}^2 |\cos(\phi/2)|}.$$  \hspace{1cm} (6.21)

The hopping dependent parameter $a = \frac{1}{2} \sqrt{t_{12}^2 + t_{13}^2}$ can be determined from a low-energy fit of the numerical dispersion presented in Fig. 6.6(a). Note that taking into account also the term $t_{23}$ improves the quality of the fit, especially in the vicinity of the superconducting gap. Note also that, while the fit is accurate up to energies close to the superconducting gap, the effective Hamiltonian $H_{1-2}^{\text{eff}}$ is exclusively a low-energy effective Hamiltonian and should not be expected to recover the full dependence of the energy eigenvalues on the superconducting phase difference.

Analysis of the Majorana polarization

In the left-side wire, described by a winding number $w = 1$, the superconducting parameter is chosen to be real and the single Majorana fermion at the left end is always fully $x$-polarized. For the right-hand side wire, at the right end there are two Majorana fermions that respond to the twisting of the phase $\phi$ by gaining a $y$-polarization; in Fig. 6.7(a) it is presented the behavior of the $x$- and $y$-polarizations of these modes.

Let us now analyze what happens at the junction between the two wires. At $\phi = \pi$ it is expected to have 3 Majorana fermions. For any other $\phi$ there is always at least one Majorana fermion stuck at the interface between the two topologically nonequivalent regions. This can be seen by plotting the zero-energy density of states, as well as the zero-energy Majorana polarization, integrated over the 40 sites around the junction. In
Fig. 6.7(b) it is plotted the integrated zero-energy density of states. Note that for $\phi \neq \pi$ the density of states is constant and equal to $0.5$ corresponding to a single Majorana mode bound at the junction. The sharp jump between $0.5$ and $1.5$ at $\phi = \pi$ describes the contribution of the two extra Majorana modes which reach zero energy at $\phi = \pi$ (these two extra zero-energy states appearing at $\phi = \pi$ can also be seen in the spectrum described in Fig. 6.6(b)). This is also confirmed by a plot of the zero-energy Majorana polarization, integrated over the $40$ sites around the junction, in Fig. 6.7(c); the jump in the $x$-Majorana polarization at $\phi = \pi$ can be understood as coming from the two Majorana modes that develop at zero energy. Thus, at $\phi = \pi$ there are three Majorana fermions at the two extremities of the wire (one at the left end and two at the right end), fully $x$-polarized in the positive direction. These fermions are compensated by three Majorana fermions which form in the junction which are fully $x$-polarized in the opposite direction.

6.5 Wires with an inhomogeneous superconducting phase

As it was shown in Ref. [126], the system exhibits two Majorana modes at each end, provided that the time-reversal and chiral symmetries are not broken, namely as long as the system remains in the BDI class [13, 12]. Breaking time-reversal symmetry leads to the removal of the protection for two Majorana fermions since the system now belongs to the D symmetry class (see Tab. 1). Then the system can return to the more typical state with at most one Majorana fermion at each end.

Here it is explored a different way to break TRS, i.e. by adding a constant phase gradient. Let us take a wire characterized by the topological index $w = 2$. Instead of an abrupt change in the superconducting phase, consider a long junction comprising a region in which the phase can vary smoothly with a constant phase gradient. On the left side of this long junction, the superconducting phase is assumed to be constant and equal to $0$ while on the right side it is supposed to be constant and equal to $\phi = \pi$. The phase of the central region is supposed to vary smoothly from $0$ to $\pi$; such a uniform phase gradient can be induced for example by the presence of supercurrents in the bulk of the superconductor. This situation is schematically depicted in Fig. 6.8(a). The phase gradient can be used to manipulate the creation or destruction of Majorana fermions [124].

Due to the phase gradient, the BdG Hamiltonian gains a TRS-breaking $h_1(k)$ odd component:

$$
\begin{align*}
    h_1(k) &= \lambda_1 \sin(k) \sin(\nabla \phi/2) + \lambda_2 \sin(2k) \sin(\nabla \phi), \\
    h_2(k) &= -\lambda_1 \sin(k) \sin(\nabla \phi/2) - \lambda_2 \sin(2k) \cos(\nabla \phi), \\
    h_3(k) &= 2 - 2\lambda_1 \cos(k) \cos(\nabla \phi/2) - 2\lambda_2 \cos(2k) \cos(\nabla \phi),
\end{align*}
$$

where the gradient $\nabla \phi$ is the change of phase over one site. Note that a phase gradient also creates a non-vanishing $h_0$ component that multiplies the identity Pauli matrix.
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Fig. 6.8: A constant phase gradient over 40 sites twists the superconducting phase from 0 to $\pi$. (a) Schematic picture of the setup. Supercurrent in the bulk change the superconductor phase $\phi$ in the (black) wire from 0 to $\pi$. (b) The constant phase gradient removes four MBS in the middle region, leaving two MBS at each end, both $x$-polarized. (c) Majorana modes form at the ends of a 40 site central region driven in a nontrivial $\mathbb{Z}_2$ phase by a phase gradient $\nabla \phi = 2$.

Although it is neglected in the following, it indicates the breaking of PHS and the tendency of the gradient to destroy Cooper pairs. This poses a conceptual problem: how are the Majorana fermions protected in case of a broken PHS? In fact numerical simulations show spurious zero modes that appear when the phase gradient is present.

Let us neglect for the moment the breaking PHS, as $h_0 \ll h_3$ when the gradient is small. The system is no longer characterized by a winding number $w$ but instead by the Kitaev $\mathbb{Z}_2$ invariant [66]. Analyzing the topological invariant reveals that the system is in a topologically nontrivial phase if the condition

$$|1 - \lambda_2 \cos(\nabla \phi)| < |\lambda_1 \cos(\nabla \phi/2)|$$

is satisfied. Note that at vanishing phase gradient, one recovers the phase diagram in Fig. 6.1, with the only change that $w = 2$ and $w = 0$ are both trivial $\mathbb{Z}_2$ phases.

Therefore adding a small phase gradient removes the Majorana fermions at the ends of the central region. This is due to the fact that locally both sides of the region are topologically $\mathbb{Z}$ trivial. However, at both ends of the wire, in the regions without a phase gradient, two Majorana modes continue to be present because they are locally protected by the time reversal symmetry.

In contrast, one can drive the central region to a topologically $\mathbb{Z}_2$ nontrivial state, by increasing the phase gradient. This happens when the inequality (6.23) is verified. Then the central region is connected to two $\mathbb{Z}_2$ trivial regions and one Majorana fermion forms at each interface. The pair of Majorana fermions persist at the ends of the wire (see Fig. 6.8(c)).

Due to the twist of the phase by $\pi$, the two Majoranas at the ends are both $x$-Majorana polarized in the same direction.

It is noteworthy to realize that the validity of the topological invariant can be questioned in the case where PHS is broken. However one can see that the topological invariant continues to hold true. In numerical simulations, a 100-site system, originally in the $w = 2$ topological phase, is subjected in its entirety to a uniform superconducting
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Fig. 6.9: Illustration of the first negative and the first two positive eigenvalues in a 100-site superconducting wire subjected in its entirety to a phase gradient that varies from 0 to $2\pi$. Uniform disorder with a magnitude of $\sim 10\%$ of the hopping strength $\lambda_1$ removes spurious zero modes leaving zero Majorana modes in the windows predicted by the topological condition (6.23) (marked with dashed lines). $\lambda_1 = 1$ and $\lambda_2 = -1.5$.

Phase gradient wire. In Fig. 6.9 one can see that when the gradient is added the system becomes a trivial $\mathbb{Z}_2$ topological insulator, marked by the loss of the four-fold degeneracy near $\nabla \phi = 0$. Spurious modes near zero energy are removed by disorder, and two robust Majorana modes develop in the window predicted by the topological invariant. At this moment, we lack an explanation of the origin of the spurious zero modes, or for the perplexing effectiveness of the $\mathbb{Z}_2$ topological invariant in the absence of the PHS symmetry. These problems deserve further research.

6.6 Discussion

The study of the Josephson effect between wires supporting multiple Majorana fermions has revealed that the $4\pi$ anomalous periodicity is maintained in junctions characterized by a sharp change of the superconducting phase. Moreover, a smooth phase gradient can be used to destroy the $\mathbb{Z}$ phase and to create Majorana fermions at the interface between trivial and nontrivial $\mathbb{Z}_2$ phases. Also a connection was made between the work on topological insulators with large Chern number and BDI class topological superconductors. For the two-band models studied, it was shown that a sufficient condition to create multiple zero-energy bound states at the edges of system is to add coupling terms between distant sites. Let us finally remark that the $\mathbb{Z}$ Majorana modes that appear in these system should be fragile when considered in realistic systems as the spin-orbit
coupled semiconducting wire due to the necessity of time-reversal symmetry. The realization of Majorana fermions was shown to depend crucially on the presence of a time-reversal breaking magnetic fields that will naturally act to destroy the high $\mathbb{Z}$ phases.
Conclusion and Perspectives

Topological insulators and superconductors form a class of materials with a bulk gap in the energy spectrum, inhabited by exotic edge states. A topological invariant characterizes the bulk properties of these systems and it is subsequently reflected in the number of the edge states.

In the first part of the thesis, the investigation was centered around two-dimensional tight-binding topological insulators indexed by a Chern number. They are quantum anomalous Hall insulators that support an arbitrary number of edge states. However, large Chern number or, equivalently, multiple edge states are usually created by fashioning multiband systems. It was shown here that it is possible to vary the Chern number in simple two-band models by adding distant-neighbor hopping terms.

The key of the entire study lies in understanding that the topological invariant admits a discrete formulation. This allows to see an insulator as a “sum” of a gapless system with Dirac points plus a mass term. Crudely, the topological invariant reduces to a finite sum over the Dirac points weighed by the sign of the mass term. Therefore a necessary condition to increase the number of topological phases is to multiply the nodes in the energy dispersion. This can be realized by having hopping terms between distant sites. The consequences are explored in two models: a new artificial model with five Chern phases and also by adding distant-neighbor hopping in the Haldane model. The method allows one to obtain complete topological phase diagrams for the models.

There are two directions in which to extend the present study. The first consists in generalizing to multiband systems. Already two four-band model extensions are discussed: a $\mathbb{Z}_2$ insulator built from two Chern insulators and a “striped” $\mathbb{Z}$ topological insulator that can have large metallic phases. The second direction is to search for possible physical realizations of the model. The existence of extreme distant-neighbor hopping terms remains rather problematic; however multiband systems might effectively map to such models [37].

While the bulk admits general methods to easily discriminate between the topological phases, the edge-state investigations get quickly mired in details associated to the particular geometry of the edges. Moreover, the fact that there could be several edge states at an interface adds a new layer of difficulty to analytically finding the wave-function so-
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olutions. Chap. 2 contains a detailed analysis of a situation in which there are at most two edge states at an interface. In perspective, one needs to generalize to edges of different geometries. Most importantly, one has to clarify the nature of edge states which form between topologically gapped phases with the same Chern number. Conceivably, the decomposition of a topological insulator in a gapless model plus a mass term could be used to extend previous studies of edge states in gapless systems [62, 63] to topological insulators.

The second part of the thesis revolves around the subject of Majorana fermions realized as quasiparticles in one-dimensional topological superconductors. There is a deep analogy to the previous study of topological insulators. The Majorana fermions are the “edge states” of topological superconductor and can be predicted from a knowledge of some bulk properties. They are predicted to emerge in a variety of condensed matter systems (see Sec. 3.2.1). However, Chaps. 4 and 5 are focused on a particular theoretical proposal distinguished by the simplicity of its ingredients. The Majorana fermions are predicted to appear as zero-energy excitations in a 1D spin-orbit coupled semiconducting wire under the effect of a magnetic field and in proximity to an $s$-wave superconductor [24, 25]. In Chap. 4, a Dresselhaus spin-orbit coupling term was added and it was shown that there is a spin texture to the electronic degrees of freedom that form the Majorana quasiparticle. They are spin-polarized in opposite direction in a transverse plane to the magnetic field. The exact direction is determined by the relative weights of Rashba and Dresselhaus spin-orbit couplings. This information could be used to detect Majorana fermions through the coupling to magnetic impurities. Nevertheless, it still remains to explicit this idea in the form of a complete experimental proposal.

Chap. 5 continued the study to superconductor-normal metal and long superconductor-normal metal-superconductor (SNS) junctions built from the semiconducting wire. The Majorana fermions can form as extended states into the normal part of the system. It was shown that the extension of the modes can depend on the coupling between the normal and superconducting regions and also that leaking of Cooper pairs into the normal metal can further localize the Majorana modes. In the SNS junction the Majorana fermions form only at phase difference $\pi$ between the two superconductors, otherwise would-be Majorana fermions hybridize to form extended Andreev bound states in the normal region. This phenomenon is a salient feature of the fractional Josephson effect. An order parameter, the Majorana polarization, introduced in Sec. 3.3 is used to investigate the extended zero-energy states in the junction. Finally, the study turned to a ring divided in two regions: a normal metal region and a topological superconducting one with a superconducting phase gradient. The system can be mapped in this case to an SNS junction and again Majorana fermions arise in the normal region when the total phase twist is close to $\pi$. It is crucial for future studies to understand in more detail the action of the gradient. The phase gradient has a Cooper pair-breaking effect which can lead to gapless phases in the superconductor. These are large-gradient phases devoid of Majorana fermions. However there are peculiar values where Majorana fermions still form in the normal region. These events are not predicted by the theory and pose an
open question for future studies.

The final Chap. 8 treats a particular model where the presence of time-reversal and chiral symmetries allows the formation of multiple Majorana fermions at the same edge of a wire [126]. It is shown that distant-neighbor pairing terms play the same role as in the 2D $\mathbb{Z}$ topological insulators studied before: they facilitates the increase of the topological invariant and the multiplication of edge states. Moreover, the presence of several Majorana fermions allows to construct SNS junctions between wires in different topologically nontrivial phases. The fractional Josephson effect still characterizes the system and it maintains its signature $4\pi$-periodicity. Furthermore, the multiple Majorana modes can be destroyed by the addition of a phase gradient, which can transform the $\mathbb{Z}$ insulator into a $\mathbb{Z}_2$ insulator with at most one Majorana fermion at an edge. The presence of a phase gradient poses some serious problems; because gradient tends to break the Cooper pairs, the presence of protected zero modes at high gradient values remains to be properly explained.

In perspective, this analysis needs to be carried over to more realistic spinful systems to assess the viability of phases with multiple Majorana. For instance, the spin-coupled semiconducting wire studied before does not seem to be a good candidate, because the magnetic field breaks the TRS necessary to have the $\mathbb{Z}$ insulator. A natural candidate to realize topological $\mathbb{Z}$ superconductors would be a heterostructure involving time-reversal invariant QSH insulators instead [82].
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